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Temporary Resource Booms
and Manufacturing Output:
A Global Perspective

Abstract

This paper analyzes the effect of temporary resource booms on manufac-
turing industry at a global level, but emphasizing the South-American
case. The main conclusions arethe following: first, theworldis facing a
boom of booms since 2002, in which South-America plays a prominent
role; second, fuel and minerals booms are more likely to be larger and
longer, and to generate more Dutch disease symptoms than capital flows
or agricultural products booms, and third, the negative impact over
theindustry tends to last two and three years after the boom has ended.

Keywords: Resource booms, deindustrialization, Dutch disease,
capital flights.

JEL classification: 013, 014, 016.
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1.INTRODUCTION

nthelastdecade South America has benefitted from signifi-

cant capital flows onaccount of exports of natural resources

and greateraccesstointernational financial markets, which
has produced significant economic growth. Nevertheless, many
of the concerns analysts have been voicing for some time now
regarding the sustainability of this driver of growth in an envi-
ronment of reduced internationalliquidity and lower commod-
ity prices have begun to materialize. One of the main questions
is the role of manufacturing industry in this new environment
and its potential for offsetting lower revenues from natural
resources and capital.

Themain question addressed by this paperis therefore wheth-
er the end of booms will be accompanied by a readjustment in
relative prices (or depreciation) that might contribute to a fast
recovery in manufacturing output, or in other potential ex-
port sectors, that partly offsets the fall in revenues generated
bybooms. Another question is whether the characteristics and
consequences of boomsvaryaccordingto the type of boom (ag-
ricultural products, fueland minerals, or capital) countries have
enjoyed. To answer these questions we identify the main natu-
ralresource and capital boom and post-boom periods that have
occurred at a global level, and particularly in South America;
describing them and establishing the effects they have had on
manufacturingindustryaccordingtothesectortheyoccurredin.

The impact of revenues associated to natural resources on
manufacturingand the overall behavior of economies hasbeen
widely analyzed in economic literature. The corresponding
studies can be divided into three main groups. The first group
revolves around the idea of a secular decline in the terms-of-
trade for commodities originally proposed by Prebisch (1959)
and Singer (1950). This idea was severely questioned by later
studies (e.g., Cuddington, 1992) but has been taken up again
recently by Ocampo and Parra (2010) and Erten and Ocampo
(2013), who not only study trends of price series, but also their
cyclical components.
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The second group of studies deals with the effect of so-called
Dutch disease, where the works of Corden and Neary (1982),
and Ismail (2010) stand out. The latter find important relations
between commodity booms, the real exchange rate and poor
performance in the manufacturing sector. In the same way,
Spataforaand Warner (1995) identify avery strong relation be-
tween the effects of terms-of-trade and the real exchange rate.
Another version of this hypothesis is that put forward by Krug-
man (1987), inwhich he highlights the long-term effects that can
stem from a temporary overvaluation of the exchange rate on
models with dynamic scale economies and endogenous learn-
ing processes (learning by doing).

The third group of works, in manyways complementarytothe
previous one, is based around the theory of “the curse of natu-
ral resources” proposed by Sachs and Werner (1995, 1997), in
which the opportunityfortechnicaladvancesin the production
of primary productsislimited as compared to those generated
by the manufacturing industry. These works also emphasize
thenegativeimpact that revenuesassociated to the production
of primary products normally have on the institutions and eco-
nomic policy of countries thatare overlyreliant on them (Besley
etal., 2013). This group would also include the recent Industrial
Development Reportof the UNIDO (2013), which shows that coun-
tries rich in natural resources (minerals and hydrocarbons)
exhibit lower industrial development (especially in industries
that are key for growth in medium-developed countries, such
as electronic products, automobiles and chemicals).

Several of the abovementioned approaches highlighting the
potentially negative impact on countries of revenues associat-
ed to natural resources have been challenged by works includ-
ing a report by the World Bank from 2001 (De Ferranti et al.,
2001) and the recentwork of Cieplan (Meller etal., 2013), which
emphasize instead the enormous possibilities offered by the
availability of such resources. In any case, although there is no
complete agreement on the long-term implications of natural
resource booms on economies, thereissomeagreementon the
fact that, if the necessary measures are not adopted, flows of
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extraordinaryrevenues to a country will cause an appreciation
inthe exchangerate thataffectstradable goods production, in-
cluding those produced by the manufacturingindustry (World
Bank, 2010).!

It is also worth mentioning that, in line with the viewpoint
of Corden and Neary (1982), revenues stemming from capital
flows can have arevaluation effect thathasanegative impacton
manufacturing output over the long-term. In this vein, Lartey
(2008) usesamodel of business cyclestostudythe effect of capital
flows onresource allocation and real exchange rate movements
inemerging economies, finding thatan increase in capital flows
causesanincreasein the demand fornon-tradable goods, which
translates into an appreciation of the exchange rate and a loss
of international competitiveness. Thus, Athukorala and Raj-
apatirana (2003) also find that capital flows other than from for-
eign direct investment (FDI) are related to an appreciation of
the exchange rate. However, theliterature recognizesacertain
ambiguityregarding thisresult because capitalflows also allow
forfinancinginvestmentand current accountdeficits, favoring
manufacturing output. In thisregard, Kamar et al. (2010) find
that FDI flows have a neutral impact on competitiveness, which
in some cases can even be positive.

The approach proposed in this paper differs from the tradi-
tional Dutch disease discussion for at least three reasons. First,
it does not limit itself to the problems that might be generated
byrevenuesfrom natural resourcesand encompassesrevenues
associated to capital flows. Second, it not only includes price
booms, but also those of quantity.” Third, it does not concern
itself with the advantages or disadvantages of natural resourc-
esboomsbutwith theirtemporarydimension;i.e., the fact that
they constitute substantial temporary revenues, but leave per-
manent negative effects on the rest of the economy.

The debate does not revolve around whether Dutch disease
exists, but whether it should be considered a disease.

? Literature on the natural resources curse also generally refers
to prices and quantities.
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Inline with the above, this paperisorganized asfollows: The
first part definesand identifiestemporarynatural resource and
capitalboomsatagloballeveland makesacomparison between
the different types of booms. The second estimates the impact
of different types of temporary booms on manufacturing out-
put, and the lastsection sets out some conclusionsand questions
for further research.

I. TEMPORARY RESOURCE BOOMS AT A GLOBAL
LEVEL: IDENTIFICATION AND CHARACTERIZATION

A. Natural Resource Exports and Private Capital Flows:
Trends and Cycles

Duringthelast50years, global exports of natural resources have
amounted to between 3.5% and 7% of world GDP.* As Figure 1,
panel A, shows, insaid period there have been two major peaks:
the first between 1974 and 1985, and the second, slightly larger
than the former, from 2003 onwards. This paper attempts to
focus more on episodes of this nature than on the behavior of
the series asawhole.

Private capital flows have also performed an increasinglyim-
portant role in the global economy. According to the database
of Bluedorn et al. (2013), between 1975 and 2011, gross capital
flows as a percentage of GDP shifted from 5% to 25% in devel-
oped countries, and from 2.5% to 12% in developing ones. Nev-
ertheless, as can be seenin Figure 1, panel B, the participation
of net capital flows, the ones that can really have a revaluation
effect on manufactured products, is relatively more stable for
high-income economies than for middle and low-income coun-
tries. Three peak periods can also be identified for such flows,
which, justlike those of natural resources, are the main subject
of this paper.

Inthe case of natural resources, aswell as that of capital flows,
these episodes tend to have a greater impact on middle and

3 wWDI World Bank.
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Figure 1

NATURAL RESOURCES EXPORTS AND PRIVATE CAPITAL FLOWS

PANEL A PaNEL B
WORLD EXPORTS OF NATURAL NET PRIVATE FLOWS / COUNTRIES GROUP
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Sources: World Bank and own calculations.
Note: Global net flows are not presented because the aggregate of the total flows are
netted.

low-income countries. Table 1 shows that, although middle and
low-income countries do not receive the majority of the global
revenues from commodity exports and net capital flows, they
have been the most vulnerable to the fluctuations in those mar-
kets: The share of such revenues (exports and capital flows) in
GDP is much higher and they are more volatile. In the case of
South America, the share of GDP and volatility duplicate the val-
ues observed in high-income countries throughout the period
studied. With respect to the evolution of this vulnerability, it is
possible to conclude that the share of natural resource exports
in GDP and theirvolatility have increased, while the volatility of
net capital flows hastended to decline across all countryaggre-
gates. Nevertheless, it should be mentioned that the decline in
volatilityin South Americaisverylowwhen taking intoaccount
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the fact that the size of flows as a percentage of GDP has de-
creased significantly.*

The following section presents a methodology for identify-

ing resource booms at a global level, emphasizing the South
American case, and the subsequent sections analyze the results

ataregional and sectoral level.

B. Methodology for Identifying Booms

Toidentifynatural resources booms the World Bank database
of World Development Indicators (WDI, 1964-2012) for 144
countries was used.” Export series over long-term GDP°were

4

5

AsBluedornetal. (2013) show, greater volatility could be explained
by the size of the flows (or exports). In fact, when calculating the
coefficient of variation(deviation /average) for natural resources
(1962-2011) the results are similar among high-income countries
(0.3), middle and low-income countries (0.2) and South America
(0.2). Moreover, no changes are observed in the volatility coefficient
in the last period (2002-2011), except for a small increase from 0.2
to 0.3 in South America. In the case of capital flows (1980-2011),
the coefficient of variationis lower for middle and low-income
countries (0.9) than for high-income economies (1), and it declines
for both country aggregates during the last period (2002-2011) to
0.4 and 0.6, respectively. However, in the case of South America,
the coefficient of variation is higher and has tended to increase
(1.7, throughout the sample vs. 2.6 in the last period).

The sample excludes countries such as Hong Kong, Panama, Sin-
gapore, Luxembourg, Kiribati, the Gaza Strip, Oman, Equatorial
Guinea, Democratic Republic of the Congo and Bahamas, that
are centers for re-exporting natural resources and whose inclusion
would therefore distort the results or present statistics that do not
provide logical results. Countries for which there was not sufficient
information were also excluded according to the criteria that they
should have at least 75% of the 25 data items (13 at the ends, in-
creasing progressively up to 25) to be used for obtaining moving
averages of the 25 order series. This means that it is necessary to
have 75% of 13 data items for the ends and 75% of 25 data items
for the middle of the series.

Calculated for eachyear as trend Gpp based on the Hodrick Prescott
filter (1997), with parameter A =400.
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employed foragricultural products (foodstuffsand other com-

modities) and fuels and minerals, applying the criteria’sum-
marizedin Diagram 1, which must be met for three consecutive
years®in order to define aboom:

1) The value of natural resource exports of a given group
must be greater than four percentage points of long-term
GDP (see Sachsand Warner, 1999). This criteriaensures
that the booms selected are important for the economy
of the country in question.

2) The value of exports over GDP of a given group must be
atleast one standard median deviation above the series

8

To avoid the problem presented by the filter with the first and
ending observations, data from between 1960 and 1963 was eli-
minated from the filtered series. On the opposite end, the series
was completed with 1MF projections before proceeding to filter
the series and the last four obervations were also eliminated from
the filtered series. Parameter A =400 was employed. This value is
suggested for annual data by Correia et al. (1992) and Cogley and
Ohanian (1991). Other authors suggest different values depending
on the objectives sought (Backus and Kehoe, 1992, suggest a value
0f 100, and Ravn and Uhlig, 2002, a parameter of 6). However, for
this exercise a parameter of 400 was chosen because it is desirable
for the trend to be as linear as possible and ensure sustained falls
(increases) in GDP are not interpreted as booms (end of booms).

’ Additionally, exerciseswere also performed in whichathird criterion

was included: in the boom years the value of exports (or flows) was
higher than the moving average of the series of order 25. We found
that only 6% of the data did not meet this criterion, and several
of these cases could accommodate the exceptions provided for
bonanzas over four years (see note 8). It was decided to privilege
the simplicity of the methodology and apply only the two criteria
mentioned.

In order to allow temporary and modest deviations, it is not neces-
sary for intermediate year to met one out of the two established
criteria or data available, as long as the data is above the median
and the bonanza lasted at least four years. Large two-year booms
(higher than the mean of all the sector’s booms) are also included.
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Diagram 1

METHODOLOGY FOR IDENTIFYING TEMPORARY BOOMS

EXPORTS/LT GDP NET FLOWS /LT GDP
NATURAL RESOURCES PRIVATE CAPITAL

Agricultural Fuels Foreign Short-term

products and minerals investment capital

Two criteria
(three years
in a row)

Value of exports/flows Value of exports/ flows
is at least four points to trend GDP ratio is at least one
of trend GDP standard deviation above
(see Sachs, 1999). the series mean,

in a 25 year moving average.

Note: Non-fulfillment of one criteria is allowed in the year as long as the boom lasts
for at least four years. Countries with at least 75% of potential data are included in
order to obtain a 25-year moving average. 10 countries from the World Bank sample
are excluded.

median,’ on a 25-year moving average. This criteria ex-
cludes countries thatare structurally producers of natu-
ralresources but have notundergonesignificant changes
in the revenues they receive from that item. The use of
amoving average prevents structural changesin the se-
ries, such as the so-called green revolution (revolucion

verde) in Bolivia, being captured as booms.
This exerciseisalsoapplied tothe series of net private capital
flows consisting of foreign direct investment and other short-
term flows."” The database employed was that of Bluedorn,

* Themedianisused instead of the average in order to eliminate the

bias created by extreme observations and the effect booms have
on sample period averages.

1 Portfolio held in bonds and stocks -less than 10% of the value of
the firm-; derivatives and other private investments, including
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Duttagupta, Guajardo and Topalova (2013), for the period
1980-2011."

Annex 1 presentsafulllist of the temporarybooms (natural
resources and capital) found.

Thismethodologyis comparable with other exercisesin the
literature for identifying natural resource booms: Sachs and
Warner (1999) establish aselection criteriawhere exports of a
given product must be atleast 4% of GDP; Céspedesand Velas-
co (2011) applyacriteriabased onanindex of external prices'
and Adler and Magud (2013) one based on the terms-of-trade."”
Acomparison between the results obtained for South America
is presented in Annex 2. In general, all three methodologies
tend to find booms around the peaks which Erten and Ocam-
po (2013) call super-cycles of commodity prices. Neverthe-
less, one advantage of the procedure employed in this paper
as compared to other recent works is that it not only identifies
booms stemming from price increases, but also from quanti-
ty booms. Although quantity booms generate greater added
value, thisadded valueisverylimited in the case of natural re-
sources. Of more importance is the fact that such booms are
also temporary, while their negative effects on other sectors
can be long-lasting. Leaving quantity booms out of the analy-
sis could result in important omissions.

loans, deposits, bank capital and foreign trade credits, aimed at
the private sector.

Some countries have information since 1970.

* Velasco and Céspedes define a boom as an episode during which
the standardized and deflated price index of a primary product
reaches a level of at least 25% above its trend (centered moving
average with a 50 year window). The price index was constructed
for 33 countries and is weighted using the share in exports or,
alternatively, the share in output.

Adler and Magud (2013) define a boom as an episode in which
commodity prices record an annual average increase of at least 3%
and increase atleast 15% from start to peak. A total of 270 episodes
were identified. The boom ends when 33% of the upswing has
reverted.
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In the case of South America, recent agricultural product
booms in Argentina, Paraguay and Uruguay, and those of fu-
elsin Boliviaand Colombia, have consisted more of quantities
than prices (see Table 2). Moreover, methodologies that only
include price indicators might lead to identifying booms in
times of crisis. One example of this could be Colombia’s cof-
feeboomatthe end of the seventies. The procedure described
here findsaboombetween 1977 and 1980, while that employed
byAdler and Magud (2011) identifies this boom between 1981
and 1985, right in the middle of the coffee crisis; and that of
Céspedesand Velasco (2011) identifyit between 1974 and 1985,
acomplete coffee cycle. Moreover, according to the price crite-
ria, Venezuela could still be said to be in the oil boom in 2013,
as found by Adler and Magud (2013), while our estimates find
thatthe boom ended in 2008. In any case, and in order to make
theresults more robust, alternative exercises were carried out
that change some of the methodology’s discretional criteria,
suchasthe minimum ize that natural resource exports should
have as a percentage of GDP.

C. Characteristics of Temporary Booms in a Global
Context

The results from applying this methodology at a global level
are shown in Table 3. In the case of natural resources, out of
the 144 countries included in the sample,' 101 experienced
booms, i.e., 67% of the countries have registered a natural re-
source boom at some time since 1964. In Latin America, 11 out
of the 12 countries studied have enjoyed at least one boom epi-
sode. Meanwhile, the total number of natural resource booms
found with the procedure employedis 231, meaning that onav-
erage each country has experienced 1.6 booms during the last
50 years. South America is the region that has had the largest
share of booms per country (2.9). Thisisin contrast to China,

" At least one piece of data in a sector has sufficient information
(see criteria) for calculating the median in a moving window of
25.
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Indiaand South Korea, which have not experienced any natu-
ral resource booms during the last 45 years.

Inthe case of capital flow booms, the region with the highest
boom indicatoris Central America (1.6), followed by East Asia
and the Pacific (1.5). One mightinitially think that the number
of capital booms is lower than that of natural resources. How-
ever, it is important to take into account that the study period
for capital flows is much smaller.

The results for the duration of booms in each region during
therecent period as compared to previousyearsare presented
in Table 4. The most interesting result is that the years of natu-
ral resource booms the last decade have been more numerous
than in the previous 38 years and, in the case of capital flows,
slightly numerous than during the two previous decades. It
could be argued that the aforementioned is due to the amount
of available data. Nonetheless, if the number of years in boom
isdivided by the available information, itis found that the prob-
ability of a country experiencing a natural resource boom in
any given year during the last decade is 17% as compared to
7% in previous decades, and 11% as compared to 6% in previ-
ousyears. The Middle East was the great protagonist of natural
resource booms until 2001, but since then South America has
become the region whereitis mostlikelyforacountrytohavea
boom in any given year. In the case of capital flows, the region
with the highest number of booms according to the informa-
tion available between 1982 and 2001 was East Asiaand the Pa-
cific,whileintherecentdecade, Europeand Central Asiatook
the lead in this indicator.

Asformagnitude (defined as the ratio of exportstolong-term
GDP minus the series mean in an average year of the boom),
the largest agricultural product booms take place in Central
America and the Caribbean, and in sub-Saharan Africa. For
instance, the coffee boom of 1976 lasted around five years and
generated 13 additional points of GDP for El Salvador, 7.5 for
Nicaragua, and 5 for Costa Rica. In Colombia that boom gen-
erated four points of GDP for four years. In the mining sec-
tor, the recent copper boom generated substantial additional
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revenues for some Latin American countries and in sub-Saha-
ran Africa. Said mineral produced 15 additional points over
fouryears in Zambia; ten additional points over three years in
Chile, and six additional points over eight years in Peru. With
regard to fuels, as would be expected, booms have been most
intense in oil producing countries. In Brunei, for instance, oil
exports reached 169% of long-term GDP in 1980 and the size
of the boom, as we measured it, was 100% of GDP. The country
in Latin America that has faced the largest oil shocks, taking
into account the size of its economy, is Trinidad and Tobago.
As for short-term capital flows, the greatest shocks have been
experienced by high-income countries such as Iceland (which
received additional revenues amounting to 46 points of long-
term GDP over five years) and Ireland (which received additional
revenues totaling 24 points of long-term GDP over three years).
In foreign investment, besides tax havens, the case of Bolivia,
whichreceived 7.5 additional points of long-term GDP for eight
years, stands out.

However, even more interesting than examples of countries
that have experienced booms, are those of countries that have
never had them. Countries traditionally used as examples of
development such as Japan, India, China and Korea, have not
experienced a natural resource boom in the last 45 years. On
the other extreme are countries such as Malaysia, which in the
last 50 years has had eight natural resource booms, and Bel-
gium and Bolivia that faced five booms during the same peri-
od. Meanwhile, countries like Germany have never received a
natural resource boom, while Jordan and Malaysia have had

four, and Chile and Argentina, three.

D. Natural Resource Booms in South America

As mentioned previously, the methodology employed in this
paper provides very intuitive results for South America (Table
5). It also correctly identifies the mineral booms of Chile and
Peru, the oil booms of Ecuador, Colombia and Venezuela, and
the sixties and seventies coffee booms of Colombia, as well as
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the cereal booms of Argentina, Uruguayand Paraguay. As for
capital flows, the only recent booms identified are those of
foreign investment flows to Uruguay and Costa Rica.

If both natural resources and capital are taken into account,
the country that has had most booms is Chile. The latter sug-
gests a priori that well-managed booms can generate good
macroeconomic results. At the other extreme of the results is
Brazil, which stands out for the small number of booms iden-
tified. Thisis explained by its high level of diversification and
limited economic openness, meaning natural resource shocks
in Brazilare notasimportantforits economyasin other coun-
tries of the region.

A comparison of the size of booms shows that Bolivia expe-
rienced the largest ones out of the whole group of countries.
In particular, with the recent fuel and minerals boom, it has
been receiving 11 additional points of GDP since 2005. Al-
thoughin Venezuela oil exportsaccount foraround a quarter
of GDP, such share is relatively stable (the median is 22%) and
therefore in terms of size the boom only occupies fourth place
in South America.

E. Comparison of Booms by Sector

Theresultsfrom applying the methodology can be analyzed by
sector of specialization: agricultural products, fuelsand min-
erals, short-term capital flows, and investment flows. Among
natural resources, instinct indicates that this differentiation
could be crucial when analyzing the effects of booms onindus-
try. According to the World Bank (2010), the different effects
of booms can be explained by the fact that the characteris-
tics distinguishing commodities from other kinds of goods
are more pronounced in the case of minerals and fuels than
for agricultural products. Some of these specific characteris-
ticsmentioned in thereportare: ¢)their highlyvolatile prices;
iz)highinitialinvestmentrequirements, discouraging private
investment and meaning a large amount of the companies
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are state owned'” and, in the case of mining, in foreign hands;
iiz)the fact theyare not renewable, and iv) their production of-
ten takes place in specific geographical enclaves. Among capi-
talflows, foreign directinvestment tends to be more stable and
more actively involves purchasing national assets, which can
create different effects when analyzing the impact on the val-
ue-added in manufacturing.

Some of these differences become evidentwhen carrying out
asimple characterization of booms. Ascanbeseenin Table 6, in
general, the fueland minerals sector hasbeen characterized by
longerand larger booms, while the agricultural products sector
has exhibited smaller-sized booms (in terms of the exportsindi-
cator minus the median of the series of exports/GDP) and their
duration has been shorter. The latter can be partly explained
by the so-called cobweb theory'® (Kaldor, 1934). Furthermore,
mineral boomsinSouth Americahavealsobeenlongandlarge.

Figure 2 shows the number of booms for each type of good
overthelast50years. According tothe Figure, thereis currently
a kind of boom of booms in which the fuel, mineral sector
and short-term capital have played an important role. Upon
analyzing these results in terms of the size of booms to world
GDP (Figure 3), the cycles observed become more pronounced
anditbecomesevident thatfueland minerals sector and short-
term capital flow booms are the largest. In addition, capital
flowsare frequently received by larger economies, and a higher
number of countries, and therefore become more important
when they are seen in terms of size as compared to how they
appear in terms of the number of booms.

¥ Céspedesand Velasco (2012) provide the theoretical framework
for analyzing how natural resources shocks affect the economy
and mention that the results are sensitive to whoeveristhe owner
of the resources: the workers (in the case of some agricultural
products) or the government (mainly in the case of fuels).

' In a world of perfect competition and elastic supply (such as that
of agricultural products), the quantities self-regulate in line with
price signals from the preceding period, and the path followed by
price and quantity take the shape of a cobweb.
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Table 6

SECTORAL DIFFERENCES BETWEEN BOOMS BY TYPE OF RESOURCE
Total South America

Duration  Size of boom Duration  Size of boom
Numer  of boom  (percentage ~ Numer  of boom  (percentage
of booms  (years) of GDP)  of booms  (years) of GDP)

Foods a.nd 133 3.5 4.1 20 3.8 3.2
materials

Minerals 101 4.0 8.5 15 4.7 7.2
and fuels

Short-term
capital 80 2.7 8.8 9 24 6.3
flows

Investment 38 3.4 6.9 8 3.9 6.4
flows

Weighted 402 3.5 6.7 52 3.7 5.3
average

Source: World Bank and own calculations.

Furthermore, the group of figures above shows how South
Americaisalso currentlyundergoingareal natural resources
boom of booms with minerals and fuels playing a prominent
role."” Once again, the results in terms of size intensify the cy-
cles and illustrate the size of capital flows that the region ex-
perienced during the mid-nineties.

7 These results are not significantly affected when theyare divided
by the number of countries included in the sample due to the
fact data series for South America are sufficiently long and the
number of countries included in the sample does not change
significantly over time.
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Figure 2

NUMBER OF BOOMS, 1964-2012 AND PRIVATE CAPITAL FLOWS
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It can be concluded that:

+ Natural resource booms are very important for South
America, especiallyin recent times.

+ Although capital booms have been relatively less fre-
quent in the region, they were very important in the
mid-nineties. These booms have generally played a pro-
cyclical role with respect to natural resource booms.
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Figure 3

BOOMS MAGNITUDE

(as countries group GDP percentage)
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« Therearereasonsfor thinking that the type of product
an economy specializes in explains the differences in
the characteristics of boomsand their expected impact
on the economy.

- Ingeneral, fueland mineralsbooms (as opposed tothose
of agricultural products) have tended to be long and

large. Capital booms are also large, but short.
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IMPACT OF BOOMS ON MANUFACTURING’S SHARE
OF GDP: DETAILS OF THE ESTIMATION

The econometric estimations aim to examine the effects of
booms on the performance of manufacturing using informa-
tion from all the countries and taking advantage of the struc-
ture of panel data. After carrying out the statistical tests, the
estimator of Driscolland Kray (1998) of fixed effects with stan-
dard errors that are robust to the heteroskedasticity, contem-
poraneous and serial correlation of this type of data, is used
(Hoechle, 2007). According with that suggested by the latter,
itis desirable to have relatively long panels in order for the es-
timator to be more robust, given its asymptotic properties.
The database was therefore restricted to countries for which
there would be at least 30 pieces of available data for making
the correspondingregressions. In general terms, the equation
is estimated is as follows:

y,, = cte+tamalimat, , + tammincom, , +tamfdk.
+tamfdi, , + postalimat,, + postmincom,

+postfdkcp,, + postfdi,, + controls,, +e, ,,

where y, isthe value added in manufacturing as a percentage
of GDP. cteisthe constant; tamalimmati’l, tammincomi’ » tamfdkcpj’ o
and tamfdi, are variables that take a value of 0 if country i is
not in boom during year ¢ or the value of the boom in that
year (measured as the value of the series minus the mean /
long-term GDP, in the case of agricultural products, fuel and
minerals, short-term capital flows and investment flows) if
country ¢ experiences a boom. Variables with the prefix post
correspond to the post-boom periods that take a value of 0
if country ¢ is not in a post-boom period during year ¢ or the
average value of the boom. Post-boom periodsare calculated as



the three subsequent years after the boom ends for all sectors
except for short-term capital flows, where the results twoyears
after the boom were found to be most significant. The variables
contmlsi’l include GDP per capita in constant terms, the same
variable squared (to capture the effect on manufacturing of
the level of development, which is assumed to be decreasing)
and the value of exports and capital flows to verify whetheritis
booms orregular flows of resources that are having an impact
on the value added in manufacturing. ¢, is the random error
component. ’

Two groups of regressions are presented. The first group is
made for 1980-2011 and includes variables forall capital booms.
The second is for the period 1965-2012 and only uses variables
for natural resources (those for capital flows are not available
for the whole period). The Federal Reserve fundsrateisadded
to the regressions to control for capital flows, while this vari-
ableisin turn controlled by US economic growth to prevent the
equation capturing the effect of GDP growth in that countryas
aresult of its counter-cyclical monetary policy.



II. EFFECTS OF BOOMS ON THE ADDED-VALUE
IN MANUFACTURING

To analyze the effect of booms on manufacturing output, an
equation was estimated that uses the ratio of value added in
manufacturing to long-term GDP' as a dependent variable
and the size of booms and corresponding post-boom periods
multiplied by the size of the respective booms, and an indi-
cator for the countries’ level of development as independent
variables (see Box 1).

Table 7 shows the estimates for a group of 20 countries in
the period between 1980 and 2011. One of the most interest-
ing results obtained is the different effects of the booms: the
contemporaryimpact of fueland mineralboomsisnegative,
while the effect of agricultural productbooms tend to be posi-
tive and those of capital flowsis not significant. The aforemen-
tioned might be explained by the characteristics mentioned
inthe previous section. Dutch disease effects tend to be greater
for the fuel and minerals sector due to the inelasticity of sup-
ply, the greater discretion governments usually exercise with
regards to revenues associated with the booms, and the few
links the sector haswith manufacturingindustry. In the case of
capital flows, the potentially negative effects of arevaluation
are offset by the positive impact of financing on the industry.

However, the most outstanding effect obtained by the ex-
erciseisthatrelated to post-boom periods. During the three
years following the boom (two years in the case of capital
booms) there is still a significant negative impact on manu-
facturing, highlighting how difficultitis forindustryto recov-
eryfrom the shocksitsuffersduringboom periods, especially
those that will probably be generated by the appreciation of
the local currency.

'8 This ratio is calculated in constant local currency, preventing
exchange rate movements from affecting the value of the varia-
ble. Nigeria and the Democratic Republic of the Congo, which
presented non-intuitive values in wpi1 data series, were excluded
from the analysis.
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Infact,if the economies were totally flexible, aboom would
implyasimple reallocation of productive sectorsassociated to
the appreciation of the currency, whichwould revert once the
boom ended. However, the results found here indicate that
once the boom ends the revenues derived from it revert rap-
idly (and the currency probably depreciates again), but the
processof recoveryin manufacturing industryis much slower.

Thereal exchangerate is one of the variables that might ex-
plain the limited capacity of industry to recover rapidly. An
exercise which analyzes the average performance of the real
exchange rate two years before a boom, during a boom, and
twoyearsafter booms, finds that currenciesappreciate during
booms, but during the two years after they do not adjust rap-
idly to their new equilibrium level, and can even continue to
appreciate (Table 8). More importantis the fact that exchange
rate effects, and those related to pricesin general, tend to have
aconsiderablelagand cause substantial inertiain the produc-
tion of different types of goods.

The above does not mean to say that there are no other fac-
torslimiting the ability of industry to recover. Among such fac-
torsitisworth mentioning: the loss of position on thelearning
curve (Krugman, 1987), the difficulty of reallocating factors
acrosssectorsand the problemsthat emerge while attempting
torecover markets for manufacturing products. In the case of
capital flows, the impact can also be understood as the end of
the financing effect.

As can be seen in Table 7, among the post-boom impacts,
that of the fuel and mineral sector is the largest, followed by
investment flows. The effect is not significant for foods. It is
essential to keep in mind that these coefficients refer to each
point of the annual average size of the boom, i.e., aboom that
generates five additional points of annual GDP would on aver-
age cause around two points less in the value of manufactures
as a percentage of long-term GDP during the boom and in the
three years following it.

Anotheraspectworth pointing outinvolves the impact that
exports of natural resources have on GDP, besides that which
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Table 8

BEHAVIOR OF THE REAL EXCHANGE RATE DURING BOOM CYCLES

Change in the Change in the
Change in the growth rate of the  growth rate of the
growth rate of the  real exchange rate  real exchange rate

real exchange rate  during the post- between pre and
Awverages during the boom boom post-boom
Agricultural 6.0" 15 31
products
fuels 5.3 1.8 7.8
and minerals
Aggregate natural 6.1 9.0 85
resources
Short-term flows 7.3¢ 3.1 11.7°
Investment flows 4.5 1.0 6.6
Aggregate capital 6.5¢ 93 9.94

flows

Sources: World Bank, Bluedorn et al. (2013) and own calculations.
Levels of significance obtained with #statistic: * p< 0.1," p<0.05, < p< 0.01.

takes place through booms. The regressions include this con-
trol variable but it was not statistically significant, indicating
that booms, rather than the stable flow of resources, tend to
be associated with an impact on the value added in manufac-
turing. Moreover, the fact that this variable is not significant
ensures thatthe effect captured from the boomsis not the result
of asimple reallocation of shares in GDP. In the case of capital
flows, the variable expressed asa percentage of long-term GDP
is significant, but its coefficient is modest, and much smaller
in size than the other coefficients in the equation.

The above exercise was repeated, excluding high-income
countries, and Middle Eastern and North African countries,
most of which are oil producers. The results are shown in esti-
mates 3and 4 of Table 7 and are very similar to those obtained
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with the whole sample. Nevertheless, the coefficients for the
post-boom periods tend to be higher for capital flows.

To support the above exercise, and include the cumulative
booms from the seventies, an exercise was carried out that
made the same estimation since 1965. The results of the latter
are presented in Table 9. The effects of capital flows are not
included there because the corresponding data only starts to
be published consistently after 1980. To address the absence
of these variables, the series are controlled by the Federal Re-
serve funds rate and US real economic growth, ensuring that
the Federal Reserve rate captures the effect of capitalflowsand
not the impact of us anticyclical policy.

As seen by comparing Table 9 with Table 7, exercises on a
longer period of analysis (1965-2012 vs. 1980-2012) result in
significant changes in the results: the incorporation of the
value of exports/GDP as a control variable leads to statistical-
ly significant results and the contemporary impact of natural
resource booms is no longer significant. However, the persis-
tence of the negative impact in the post-boom period is seen
onceagain, although less pronounced, in the cases of fueland
mineral exports. The aforementioned might suggest that the
negative effect of these booms on manufacturing has tended
toincrease duringthelast 30 years. Once again, the exerciseis
repeated excluding high-income, North African and Middle
Eastern countries from the sample. Said exercise shows how
the negative effect of post mineral and fuel booms on manu-
facturing industry is stronger for developing countries.

III. CONCLUSIONS AND NEXT STEPS

The main conclusions that can be made from the above analy-
sisare:

* Theworldisundergoingaboom ofboomsatagloballev-
el, in which South Americais playing a prominent role.

® Booms, more than stable income derived from natural
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resource exportsor capital flows, tend to generate nega-
tive impacts on the share of manufacturing industryin
long-term GDP. Such effects persist after the booms have
ended.

Fueland mineralboomsare likelytobe longerandlarger,
generate more Dutch disease symptoms and have more
persistent effects on manufacturing industry.

Capital flow booms tend to be large but short. The con-
temporary effects of these booms on manufacturing
are likely to be neutral, which possibly explains why the
revaluation effect is offset by greater financing in favor
of industry. Nevertheless, the end of these booms also
brings a period where manufacturing industry’s share
in long-term GDP is low.

Agricultural products booms are likely to have a posi-
tive contemporary effect on industry, which might be
explained by the elasticity of supply, the lower discretion
governments usually exercise with regards revenues as-
sociated to the booms and the greater links the sector
haswith manufacturingindustry. The foods post-boom

is not significant.
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ables over the period 1997:01-2012:06. The results indicate that oil
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1. INTRODUCTION

esearchers and policymakers have invariably had an in-

trinsic interestin commodity price movements owing to

their correlation with major macroeconomic events. This
interest has emerged since the 1970s when significant fluctua-
tionsin crude oil prices triggered an ongoing examination of
the impact of oil price shocks on macroeconomic variables.
Arguably, global macroeconomic volatility and stagflation
during the 1970s and 1980s have been largely attributed to
oil supply shocks (Baumeister et al., 2010). These shocks were
triggered by major political and economic events such as the
Iranian Revolutionin 1979 and the collapse of the Organization
for the Petroleum Exporting Countries (OPEC) in 1986. Since
then, othershockssuch astheinvasion of Kuwaitin 1990-1991,
the Asian crisisin 1997-2000, and the global financial crisis in
late 2008 have preceded increases in oil prices (see Figure 1).
While much of the earlyliterature suggested that spikesin fuel
prices primarily resulted from oil supply disruptions, more
recent studiesindicate that the demand for oil hassignificantly
fomented a large portion of the uptick in oil prices since the
1970s (Kilian, 2009).

Research hasrevealed thatsharpincreasesinthereal price
of oilhave had animpact on the global business cycle by affect-
ing productivitylevelsand the level of realinterest ratesin the
economy. For Jamaica, oilremains the mostimportant raw ma-
terial in various production processes. As a result, the oil bill
has accounted for approximately a third of the total value of
imports over the pasttenyears. Given the importance of oilin
the production process, volatilityin oil prices has major impli-
cations for domestic price stabilityand other macroeconomic
variables. Against this background, an assessment of the rela-
tion between these shocks and the macroeconomic variables
in the Jamaican economyis warranted.

This paper therefore seeks to examine the impact of oil
shocks on key Jamaican macroeconomic variables, including
real GDP, inflation, the nominal exchange rate, the current
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Figure 1

NOMINAL VS REAL PRICE OF WTI CRUDE OIL
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accountbalance, and interestrates. Itisanticipated thatadis-
aggregation of the oil price shocks would help inform policy by
providingabetter understanding of exactly how specific spikes
in oil pricesinfluence Jamaica’s key macroeconomic variables.
Asaggregate demand shocksare typicallyassociated with global
economic expansion, these shocks are expected to have a posi-
tivealbeitlagged impact on the Jamaican economywhereas oil-
specificdemand shocks emanating from speculative behavior
should have adverse implications for Jamaica. While previous
studies such as Burger etal. (2009) have explored the effects of
oilshocks on Jamaica’s external capital structures, this paper
seeks to broaden the scope toinclude the impact on domestic
macroeconomic variables. The shocks explored in this paper
registered varied outcomes based on the type of disturbance.
In particular, the results suggest that an oil shock emanating
from an increase in aggregate demand is likely to contribute
to an improvement in the domestic economy, reflecting the
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favorable impact of this shock on Jamaica’s real output in re-
sponse to gainsin overall global trade. Conversely, oil-specific
demand shocks and oil supply shocks would likely result in a
deterioration in domestic macroeconomic variables, particu-
larlyinflationin the case of the former, largely due toincreased
speculation associated with thistype of shock. The remainder
ofthe paperisorganized as follows. Section 2 presents stylized
facts. Section 3 reviews the literature on oil price shocks and
the macroeconomy. Section 4 presents the data considerations
and methodology, while empirical results are discussed in Sec-
tion 5. Concluding remarks and policy recommendations are
presented in Section 6.

2.STYLIZED FACTS

As previously outlined in Section 1, oil plays an integral role
in the Jamaican economy. In effect, fuel imports represented
the largest contributor to total imports during the period
2004-2013 (see Figure 2), averaging 33% of imports. Jamaica’s
heightened demand for crude oil can be attributed to its use
asaninputinthe domestic production processand electricity
generation'.

The Petroleum Corporation of Jamaica (PCJ) and bauxite
companies are the primary importers of fuel in Jamaica. The
PCJ purchases crude oil in accordance with the PetroCaribe
Energy Accord and imports and distributes oil derivatives
such as liquid petroleum gasoline (LPG), automotive diesel
oil, and kerosene®. Notwithstanding the agreement, the West
Texas Intermediate (WTI) oil price represents the relevant in-
ternational benchmark for Jamaica. Thus, changesin the WTI

In terms of the remaining categories, 29%, 26% and 9% of im-
ports for that period accounted for imports of consumer goods,
raw materials (excluding fuel), and capital goods, respectively.
? The PetroCaribe agreement is a preferential arrangement be-
tween Venezuela and 13 Caribbean islands for the purchase of
oil. Jamaica has been purchasing oil under this facility since

2005.
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Figure 2

JAMAICA'S MAJOR IMPORTS BY END USE
(2004-2013 average)
Percentage

M Fuel imports

B Consumer goods
26 Raw materials
B Capital goods

Other

Source: Bank of Jamaica.

oil price result in similar adjustments to domestic fuel prices
(see Figure 3). Given the strong co-movement between WTI oil
pricesand Jamaica’s currentaccount deficit, anincrease in WTI
oil prices in 2008, for example, led to a widening of the trade
deficit due to the impact of higher prices on the country’s fuel
bill (see Figure 4).

3. LITERATURE REVIEW

Studies on the relation between oil price shocks and
macroeconomic variables have been widespread®. Hamilton
(1983), in hisseminal paper, highlighted thatasharpincrease
in crude oil prices was a precursor to seven of the eight post-
war US recessions, particularly during the 1948-1972 period,
based onthe statistical significance of the correlation between

* See Barsky and Kilian (2002, 2004) and Kilian (2008, 2009, 2010).
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Figure 3

WTI CRUDE OIL PRICES AND PETROJAM’S CRUDE IMPORT PRICES
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oil shocks and real GDP growth. He proposed three possible
hypotheses: 1) recessions coinciding with oil price increases
occurred by a mere coincidence, 2)the correlation resulted
froman endogenous explanatoryvariable that generated both
the oil priceincreases and the recessions, and 3)an exogenous
increase in the price of crude petroleum prompted some of
the recessions in the United States before 1973. The paper
concluded that the third hypothesis can be substantiated.
That is, the timing, magnitude, and duration of a portion of
therecessions predating 1973 would have been more severe in
the absence of the oil price increase or fuel supply shortfalls.

While Hamilton (1983, 1996) and Bernanke et al. (1997)
support the exogeneity of the major increases in the price of
oil, research has demonstrated that there is insufficient evi-
dence to give credence to this school of thought (see Kilian,
2008, 2009, 2010; Peersman and Van Robays, 2009; and Bau-
meister et al., 2010). In particular, Kilian (2008) focused on
the exogeneity of oil shocks since 1973 in order to ascertain
howsshortfallsin oil production resulting from warsand other
exogenous political events in OPEC countries affect oil prices,
USreal GDP growth, and US CPIinflation. He determined that
increases in oil prices generally resulted in a significant con-
traction in US GDP five quarters subsequent to the shock and
thatonlyaminiscule proportion of the observed oil price shock
resulted from exogenous disruptions to oil supplies during cri-
sis periods. In addition, the resultsindicated that asharp rise
in the US CPI occurred three quarters after the exogenous oil
supply shock, in contrast with the commonly held view that a
sustained increase in inflation would occur.

Against this background, Kilian highlighted in 2009 that
theimpactofoil price shocks on thereal price of oildepended
on the origin of the shock. In particular, oil price shocks were
decomposed under the assumption of the endogeneity of the
price of oil. Kilian’s approach entailed a structural decompo-
sition of the shocks to the real price of crude oil into three cat-
egories, namely /)crude oil supplyshocks, representing sharp
increasesin oil prices emanating from disruptions to crude oil
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production; 2) aggregate demand shocks, reflecting increases
in oil prices driven by an expansion in global economic activ-
ity; and 3) oil-specific demand shocks, resulting from higher
precautionary demand primarily due to concerns regarding
near-term shortages in oil supply during periods of political
unrest. In his analysis, Kilian asserted that a rise in oil prices
was largely caused by positive global aggregate demand shocks
aswellasincreased precautionarydemand for oilinlieu of the
actual supplydisruptions. The paper estimated the relation be-
tween these shocksand the real price of oiland concluded that
the type of oilshock determined the impact of higher oil prices
on USreal GDP and CPIinflation, a finding that also had impli-
cations for the design of national energy policy frameworks.
Baumeister et al. (2010) examined a set of industrialized
economies to determine the economic consequences of oil
shocksasdefined by Kilian (2009) and Peersman and Van Ro-
bays (2009). Their main findings indicated that oil demand
shocks associated with increased global aggregate demand
resulted inatemporaryincrease inreal GDP for all economies
subsequenttoanincrease in oil prices. Conversely, oil-specific
demand shockswere revealed to contribute toatemporary de-
clineinreal GDP*. Furthermore, their findings suggested that
inthe context ofanadverse oil supplyshock, net oil-importing
economies all encountered a permanent contraction in real
GDP, while the impactwasinsignificant or positive for net oil-ex-
porting economies. Theresults for the pass-through toinflation
were varied among oil-importing economies. Notwithstand-
ing this variation, the results indicated that the pass-through
to inflation in an oil-importing economy was contingent on
second-round effects largely reflected in upward movements
inwages, while the pass-through in an oil-exporting economy

Aggregate demand shocks are associated with an expansion in
global economic activity, while oil-specific demand shocks repre-
sent a demand shock specific to the oil market whereby growth
in precautionary demand for fuel results from increased fears of
future fuel supply shortages.
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was limited largelyin the context of the appreciation of the ef-
fective exchange rates following an oil supplyshock. The paper
alsorevealed reduced vulnerability to oil shocksin the case of
economies with a favorable net energy position.

Other studies have sought to examine the relation between
oil shocks and the current account balance in oil-importing
and exporting countries. In the case of Turkey, an oil-import-
ing economy, Ozlale and Pekkurnaz (2010) used a structural
vector autoregression (SVAR) model to assess the impact of oil
priceshocks onthe currentaccountdeficit. The results showed
thatthe currentaccountdeficit to GDPratio increased gradually
inresponse to an oil price shock within the first three months
before declining, which indicated that oil price shocks have a
significant effectin the short run. Similarly, the discussion in
Chukuetal. (2011) utilized aSVAR over the period 1970 to 2008
to assess the relation between oil price shocks and current ac-
count dynamics in Nigeria, an oil exporter and importer. Oil
price shocks had asignificant positive effect on currentaccount
deficits for Nigeria in the short run. As such, the policy impli-
cations for garnering of the benefits associated with oil price
shocks on the Nigerian economy included increased empha-
sisonreserve-augmenting strategies, lax monetary policy, and
heightened international financial integration.

Inrelation to the Caribbean, Burgeretal. (2009) examined
the possibility that a country’s external capital structure could
dampen the impact of oil price shocks on external accounts®.
The economies analyzed were highly vulnerable to oil price
shocks, particularlyan oil-importer such as Jamaicaand an oil-
exporter, Trinidad and Tobago. The findings demonstrated
that Jamaica’s external capital structure is highly vulnerable
given the country’s high debt-to-GDP ratio and substantial neg-
ative foreign exchange exposure. Against this background,
Burgeretal. (2009) recommended that Jamaicashould adjust

° External capital structure can be defined as the composition of
foreign assets and liabilities according to instrument, currency,
and maturity.
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the composition of its netinternational reserves (NIR) portfo-
lio with a view to stimulating capital gains in the event of ad-
verse oil market shocks®. In this regard, the paper suggested
the adoption of an official reserves portfolio that is positively
correlated with oil prices’. Conversely, Burger etal. (2009) in-
dicated thatalthough Trinidad and Tobago’s capital structure
wasnotvulnerable to currency fluctuations, there was stillroom
to mitigate the impact of oil shocks on the country’s external
accounts by hedging against the macroeconomic effects of
suchshocks. Thus, Trinidad and Tobago could augment capi-
tal gains amid oil shocks by modifying the structure of its NIR
portfoliotoincorporate anincreased exposure to foreign assets
that have anegative correlation with movements in oil prices.

4. METHODOLOGY AND DATA CONSIDERATIONS

Using the methodology of Kilian (2009), the impact of oil price
shocks on the Jamaican economy was estimated via two main
steps during the period from January 1997 to June 2012. The
first step involved the examination of movements in the real
price of crude oilin order to determine the underlying demand
and supply shocks that affect the crude oil market. This step
will be outlined in Section 4.1. The second step encompassed
the estimation of the response of key Jamaican macroeconomic
variables to the identified structural shocks in Section 4.2. In
this context, individual SVAR models were estimated in order
to assess the response of the respective macroeconomic vari-
ables under study to the shocks.

¢ Capital gains are the differences between changesin the net foreign
asset position and the current account balance.

For example, the official reserves portfolio could be positively
correlated with the currencies of oil exporting countries such as
Norway and Canada in order to increase capital gains from oil
price shocks.

<
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4.1 Determining the Underlying Demand and Supply
Shocks that Affect the Crude Oil Market

Inundertakingthe first step highlighted above, amultivariate
SVAR model was estimated utilizing monthly data over the
sample period January 1997 to June 2012 for the vector time
series, z. = (Aprod, rea, rpo,) where Aprod, representsthe percent
change in the production of crude oil globally, rea, isameasure
of global real economic activity in industrial commodity
markets, and 7po, is the real price of crude oil using the WTI
benchmark, with rea, and rpo, being expressed in logs. The
period of study was chosen to encompass the various oil shocks
both before and after the 2008 global financial crisis. The
assessment period was also determined by the availability of
data.

The term global real economic activity refers to an index of
real economic activity that measures industrial commodity
marketsandisusedinlieu of the broadlyunderstood concept
of real economic activity associated with world real GDP or in-
dustrial output. Borrowing from Kilian (2009), this study em-
ploysameasure of global real economic activity in commodity
markets. This global index comprises dry cargo single voyage
freight rates for bulk dry cargoes including grain, oilseeds,
coal,ironore, fertilizer, and scrap metal, compiled by Drewry
Shipping Consultants Ltd. The subsequent steps for construct-
ing the index involve deflating the series with the US CPI. The
real index was in turn detrended in order to capture cyclical
variation in ocean freight rates. This measure was adopted
largely due to the availability of data at a monthly frequency
as well as the failure of measures of value added to capture
demand in commodity markets®. The oil data was garnered
from the US Energy Information Administration (EIA) and
the International Energy Agency (IEA). The real price of oil is

¥ Ofnote, this measure of crude oil prices represents the best proxy
for the free market global price of imported crude oil in the lite-
rature. See Kilian (2009) for a full discussion of the rationale and
construction of this index.
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measured using WTI oil prices deflated by the US CPI. Data on
Jamaican macroeconomic variables were obtained from the
Bank of Jamaica’s database.

The model utilized alaglength of two months based on the
criteriaselection [sequential modified LR test statistic (LR), fi-
nal prediction error (FPE), Akaike information criterion (AIC),
and Hannan-Quinn information criterion (HQ)], for which
the SVAR representation of the model consisting of a vector of
seriallyand mutually uncorrelated structural innovations, &,
may be seen below:

2
n A{)Zt :OC+ZA1' 2 + gt :
i=1

The structuralinnovations were generated byimposing ex-
clusion restrictions on A;'. Fluctuations in the real price of
oil were underpinned by three structural shocks: g, which
captures crude oilsupplyshocks; &,, ,which denotesaggregate
demand shocks; and &,,, which represents a demand shock
specific to the oil market. The last of the three was geared to-
ward capturing shifts in precautionary demand for fuel that
coincided with increased concerns regarding the availability
of future oil supplies.

Under the assumption that z, willrespond to shocksto each
variablein the vector, additional restrictions were imposed. In
terms of the restrictions on Aal , it was assumed that:

I. a,=0 and g, =0, an assumption that imposes the re-
striction of no response in crude oil production to ag-
gregate demand shocks and oil-specificdemand shocks,
respectively, within the same month. This restriction is
imposed on the premise that there are high costsassoci-
ated withincreasing oil production and as such that only
a persistent rise in demand is expected to significantly
increase the supply of crude oil.

2. dy; =0 whichassumesthatanincreasein thereal price
of oil emanating from oil-specific demand shocks will
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not reduce global real economic activity in industrial
commodity markets within the month.

Notably, innovations to the real price of oil that cannot be
explained by oil supply shocks or aggregate demand shocks
must be the result of demand shocks that are specific to the
oil market.

The foregoing assumptionsyielded arecursivelyidentified
model with reduced form errors, e, = AO’1 g, of the form:

Aprod oil supply shock
2 a 0 0 g
11
_ rea _ aggregale demand shock
B oe=| & |=lay ay 0] ¢
rpo oil-specific demand shock
ey as)  Qgy s || g, pect

4.2 Estimating the Response of Jamaican Macroeconomic
Variables to Oil Price Shocks

An examination of the impact of crude oildemand and supply
shocks on the Jamaican economy necessitated estimations of
therelation between the structuralinnovationsin Equation 1
and selected Jamaican macroeconomic variables. This study
builds on the work done by Kilian (2009), which only focused
on the impact of oil shocks on GDP and inflation, by including
additional macroeconomic variables to provide amore holistic
analysis of the impact of oil shocks on the Jamaican economyin
individual SVARmodelsaimed atascertaining the response of
therespective macroeconomicvariablesto each oil price shock.
Asaresult, the variables under analysisinclude real GDP (A y,)

, the quarterly point-to-pointinflation rate ( ), the quarterly
end of period (e.o.p.) nominal exchange rate between the US
dollarand thelocal currency (XR,), the quarterly e.o.p 180-day
Treasury Billyield (IR ) represented in differences, aswellasa
measure of Jamaica’s external accounts, the current account
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balance (C4), expressed in log differences’. In order to facili-
tate the inclusion of quarterly variables such as real GDP in
this analysis as well as maintain the identifying assumptions,
quarterly shocks were constructed by averaging the monthly
structural innovations implied by the VAR model in Equation
1 for each quarter:

S S .
H Cjt zggg_/,t,iﬂ ] :1)""35

where & i1 istheestimated residual for the jth structuralshock
in the ith month of the ¢th quarter of the sample.

Theseshockswere treated as exogenous based on theidentify-
ingassumption of no feedbackfrom Ay,, z,, XR,, IR,,and CA,
to éA’ﬁ ,j=1,..., 3within a given quarter. In this context, the dy-
namic effects of the shocks on Jamaica’s real gdp, inflation,
exchange rate, interest rate, and current account deficit, re-
spectively, were examined based on five individual quarterly
regressions of the form and lag length selection criteria in
Equations 4-8, respectively:

1
W Ay =a +Z¢i§ﬂ_i +u,,j=1,..., 3 (real GDP SVAR)
i=0

1
© 7,=6+> ¢, +v,.j=1...3 (inflation SVAR)
i=0

? The 180-day Treasury Bills (T-Bills) yield was utilized in this study, as
BOJ does not have a policy rate that consistently captures monetary
policy actions. For example, in September 2000, Boj introduced
270 and 360-day tenors with higher margins but did not increase
rates. Similarly, in November 2008, Boj tightened policy by intro-
ducing a special 180-day certificate of deposit at 20.5% but did
not increase rates on its other instruments. Rates on 180-day omo
instruments remained at 15.35%, while there was an increase in
yields on 180-day T-Bills. There have also been several instances
when the longer-term rates were increased but the shorter-term
rates were unchanged. In all instances, yields on T-Bills responded
to the policy actions. T-bills also capture market sentiment.
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1
n XR, =ﬂ+z(pi4’ﬂ_i+wt,j=l,...,S(CXChangeSVAR)

i=0

1
IR, =y + Za)ié'jH- +2,,j=1,..., 3 (interest rate SVAR)
i=0
1
B CA =0+ Zpigﬂ_i +%,,j=1,..., 3 (current account
i=0 SVAR),

where u,, v,,w,, x,, z, were potentiallyserially correlated errors
while {;, wasaseriallyuncorrelated shock. Therespective im-
pulseresponse coefficientsweredenotedas ¢, v, ¢, w,and p..
The equation-by-equation approach shownin Equations 4-8
is consistent with the premise that the quarterly shocks (Aﬂ JJ=
1,...,3, are mutually uncorrelated. In essence, despite the po-
tential existence of some omitted variable bias, the particu-
larlylow contemporaneous correlations between the quarterly
shocksand autoregressive residuals of the selected macroeco-
nomicvariables permitted the quarterlyshockstobe treated as
orthogonal or uncorrelated. Notably, low correlations in turn
gave credence to the estimation of separate equations for each
shock (see Table 1). The equation-by-equation approach was
deemed the most parsimonious in assessing the impact of oil
shocks on macroeconomicvariables. This conclusionisbased
on an examination of additional investigations by Kilian et al.
(2009) of alternative methodologies comprising the estima-
tion of equivalent Equations 4-8, which included currentand
lagged values of all shocks. To the extent that there was alack
of data availability given the need for five lags for each shock,
thisalternative approach was found to be unsuitable. Another
alternative entailed the addition oflagged dependent variables
as regressors in Equations 4-8. Since strict exogeneity of AC],
with respect to each macroeconomic variable was a necessary
condition for this alternative, it was found to be infeasible for
the purposes of the studyas such a condition would eliminate
the effects of shocks on the macroeconomic variable (Kilian,
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2009).Inthisregard, the equation-by-equation approach was
found to be the most viable methodology.

Table 1

CONTEMPORANEOUS CORRELATION OF QUARTERLY SHOCKS
WITH AUTOREGRESSIVE RESIDUALS FOR SELECTED JAMAICA
MACROECONOMIC VARIABLES

Aggregate demand Oil-specific

Oil supply shock shock demand shock
Real GDP 0.009 0.395 0.135
Inflation -0.320 0.176 -0.161
Exchange rate -0.218 0.273 0.307
Interest rate -0.118 0.095 0.056
Current account 0.150 0.082 0.204

5. DISCUSSION OF RESULTS

With theincorporation of the quarterly structuralinnovations
into the five quarterly VAR modelsasshownin Equations 4-8, the
results of the impact of the three oil price shocks on macroeco-
nomic variables could be analyzed. These shocks were gener-
ated byaggregating the monthly disturbances from Equation
1 for each quarter over the sample period from the first quarter
0f 1997 to the second quarter of 2012. The augmented Dickey-
Fuller test was employed toverify the existence of a unit rootin
the variables. The results indicated that all variables, exclud-
ing the inflation rate and the interest rates, possessed a unit
root (see Table 2). Notwithstanding, the results of the stability
tests for all variables revealed that no root lies outside of the
unitcircle, reflecting the satisfaction of the VARs’ stability con-
ditions (see Figure 5). Further robustness checks on the VARs
based on the portmanteau tests for autocorrelations revealed
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Table 2

UNIT ROOT TESTS
(Augmented Dickey-Fuller tstatistic)

Degree
Level Ist difference of Integration
t-statistic  Pvalue  tstatistic — P-value
Real GDP -2.5622 0.1068 -19.2779 0.0000 I(1)
Inflation rate -5.5254  0.0000 - - 1(0)
Exchange rate -1.0604 0.7258 -4.8191 0.0002 1(1)
Interest rate _8.0892 0.0000 - - 1(0)
Current account  -2.6428 0.0902 -13.1600 0.0000 1(1)

Notes: Lag lengths in the ADF regressions were chosen using the Bayesian
information criterion. Asymptotic critical values are: 1 percent, -3.51; 5 percent,
-2.89; 10 percent, -2.58.

that the residuals were serially uncorrelated (see Tables 3-7).
The impulse response functions are reported in Figures 6 to
10 using both the 95% and 68% confidence intervals. Of note,
the responses of Jamaica’s macroeconomic variables under
studytoall three shockswereidenticalirrespective of the con-
fidence bandsutilized. Nevertheless, while the majority of the
responses were statistically significant based on the 68% confi-
denceinterval, mostwere notfor the 95% confidence interval®.

The impact of both oil demand and supply shocks on real
GDP failed to dissipate in the short term, albeit having a mar-
ginalimpact on domestic output (see Figure 6). The initial re-
sponse of real GDP was a contraction under an oil supply shock

10 Sims and Zha (1999) endorse the use of 68% confidence intervals
for the purposes of impulse responses and argue that “there is no
scientific justification for reporting hypotheses at the 5% signifi-
cance level in every application.”
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Figure 5

STABILITY CONDITION TESTS
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Sources: Bloomberg L.P. and Bank of Jamaica.
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Figure 5 (cont.)

STABILITY CONDITION TESTS
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Figure 5 (cont.)

STABILITY CONDITION TESTS

E. CURRENT ACCOUNT!
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! Inverse roots of AR characteristic polynomial.
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Table 3

REAL GDP AUTOCORRELATION TEST
VAR residual portmanteau tests for autocorrelations

Adj.
Lags O-stat Prob. O-sta Prob. af
1 8.525442 NA! 8.672433 NA! NA!
17.32332 NA! 17.77901 NA! NA!

37.74929  0.1280  39.29923 0.0961 29
52.56783  0.2043  55.19548 0.1419 45

S o)

Notes: 'The test is valid only for lags larger than the VAR lag order.
df'is degrees of freedom for (approximate) chi-square distribution.
df and Prob. may not be valid for models with exogenous variables.
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Table 4

INFLATION AUTOCORRELATION TEST
VAR Residual Portmanteau Tests for Autocorrelation

Lags O-stat Prob. Adj. Q-stat Prob. df
1 11.86208 NA! 12.06313 NA! NA'
2 26.13026 0.6185  26.82332 0.5812 29
3 44.25690 0.5033  45.90399 0.4345 45
4 62.17170 0.4342 65.09842 0.3361 61

Notes: 'The test is valid only for lags larger than the VAR lag order.
df'is degrees of freedom for (approximate) chi-square distribution.
df and Prob. may not be valid for models with exogenous variables.

Table 5

EXCHANGE RATE PORMANTEAU AUTOCORRELATION TEST

Lags QO-stat Prob. Adj. Q-stat Prob. af
1 10.94135 NA! 11.12680 NA! NA!
2 30.41066 0.3937 31.26746 0.3529 29
3 48.29284 0.3413 50.09081 0.2785 45
4 64.10392 0.3682 67.03125 0.2780 61

Notes: 'The test is valid only for lags larger than the VAR lag order.
df is degrees of freedom for (approximate) chi-square distribution.

df and Prob. may not be valid for models with exogenous variables.
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Table 6

INTEREST RATE PORMANTEAU AUTOCORRELATION TEST

Lags O-stat Prob. Adj. Q-stat Prob. af
1 9.720715 NA! 9.885473 NA! NA!
2 34.05432 0.2373 35.05817 0.2026 29
3 48.72004 0.3257 50.49576 0.2654 45
4 61.47620 0.4588 64.16308 0.3663 61

Notes: 'The test is valid only for lags larger than the VAR lag order.
df is degrees of freedom for (approximate) chi-square distribution.
df and Prob. may not be valid for models with exogenous variables.

Table 7

CURRENT ACCOUNT PORMANTEAU AUTOCORRELATION TEST
VAR residual portmanteau tests for autocorrelations

Lags Q-stat Prob. Adj. Q-stat Prob. af
1 9.425405 NA! 9.585158 NA! NA!
2 29.09564 0.4601 29.93367 0.4173 29
3 45.95350 0.4325 47.67879 0.3643 45
4 62.11750 0.4361 64.99737 0.3393 61

Notes: 'The test is valid only for lags larger than the VAR lag order.
dfis degrees of freedom for (approximate) chi-square distribution.
df and Prob. may not be valid for models with exogenous variables.
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and an oil-specificdemand shock. However, both shocks were
mostly statistically insignificant at the 5% level. In contrast,
an aggregate demand shock resulted in an initial expansion
in domestic output that was statistically significant at the 5%
level. Notably, the responses of real GDP to all three shocks are
significantusing the 68% confidence interval. Though higher
oil prices emanate fromanaggregate demand shock, other fac-
torsincluding gains from international trade arising fromin-
creased globaldemand can influence the response of real GDP
tothe oil price shift''. Additional statistical analysis has shown
that overthe period 1997-2012, crude oil prices had aweak lin-
ear relation with output in Jamaica, as evidenced by the low
positive correlation of 0.1. While most research findings indi-
cate at least a negative correlation between the two variables,
the low positive correlation could, however, be attributed to
particular factors affecting the local economy. Some of these
factors include Jamaica’s high inelastic fuel demand, which
indicates that irrespective of the directional movement in oil
prices, Jamaica’s dependence on the commodity is necessary
for domestic production.

Regarding the response of inflation to an oil supply shock,
inflation declined temporarily during the first two quarters
withnoimpact observed thereafter. The result was statistically
insignificantat the 5% level but significant using the 68% confi-
dencebands (see Figure 7). Asaresult, policymakers need not
be concerned about the impact of supply disruptionsin major
oil producing countries on Jamaica’sinflation in the short term.
This outcome can be ascribed to the fact that supply disrup-
tions in one area typically result in increased oil production
in other regions to compensate for the shortfall. In contrast,
the impact of an aggregate demand shock led to an accelera-
tion in inflation by the third quarter, albeit statistically insig-
nificant at both the 95% and 68% levels. Oil-specific demand
shocksresulted inaninitialaccelerationininflation within the
firsttwo quarters prior to decelerating by the fourth quarter.

1" See Baumeister et al. (2010).
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Thisresult was statisticallysignificantat both the 95% and 68%
confidence intervals. Atemporaryspike ininflationindicates
the need for the possible implementation of short-term poli-
cy measures to stem an increase in other prices such as wages.

In terms of the nominal exchange rate, there was a margin-
al depreciation following an oil supply shock, although statis-
tically insignificant at both confidence levels under analysis
(see Figure 8). Similarly, an aggregate demand shock engen-
dered a depreciation of the domestic currency, particularly
within the first two quarters, which was statistically significant
atboth confidencelevels. Some investors, based onignorance
of the source of the shock, mayinitially respond by increasing
the demand for foreign currency for portfolio rebalancing. In
addition, there could be an expansion in demand for foreign
currency for currentaccount transactionsasinvestorsincrease
the inputin the production process to meet the growth in ex-
ternaldemand. This depreciation, however, dissipated by the
third quarter, possibly reflecting the impact of the improve-
ments in Jamaica’s major trading partners on foreign curren-
cyearningsinthe domestic economy. Similarly, an oil-specific
demand shockled to depreciationin the exchange rate within
the first two quarters. Thisresultisin keeping with the notion
thatuncertaintyin the oilmarketleads to possible hoarding or
speculative behavior bylocal investors. This impact was, how-
ever, statisticallyinsignificantat the 5% level but was found to
be significant using the 68% confidence interval.

Regarding interest rates, impulse responses indicated an
increase in market interest rates within the first four quarters
following an oil supply and oil-specific demand shock (see
Figure 9). While the impact was statistically significant in the
case of the oil-specific demand shock, the converse holds as it
relates to the oil supply shock at each level of significance un-
der study. In response to an aggregate demand shock, inter-
est rates fell initially but increased by the third quarter. The
effect of this shock on interest rates was not significant at the
5% level. Of note, however, the 68% error bandsyielded a sig-
nificant response in the second quarter.
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Figure 6

RESPONSE OF REAL GDP TO ONE-STANDARD DEVIATION OIL SHOCKS

RESPONSE OF RGDP TO OILSUPPSHOCK
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Notes: Estimates based on a quarterly VAR (2) system in Equation 3. OILSUPPSHOCK,
AGGDEMSHOCK, OILDEMSHOCK and DRGDP represent oil supply shocks, aggregate
demand shocks, oil-specific demand shocks, and real GDP growth. Dotted lines are
95% confidence intervals while dashed lines are 68% confidence intervals.
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Figure 7

RESPONSE OF INFLATION TO ONE-STANDARD DEVIATION OIL SHOCKS

RESPONSE OF DLCPI TO OILSUPPSHOCK
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Notes: Estimates based on a quarterly VAR (1) system in Equation 3. OILSUPPSHOCK,
AGGDEMSHOCK, OILDEMSHOCK and DLCPI represent oil supply shocks, aggregate
demand shocks, oilspecific demand shocks, and inflation. Dotted lines are 95%

confidence intervals while dashed lines are 68% confidence intervals.

242 Monetaria, July-December, 2014



Figure 8

RESPONSE OF EXCHANGE RATE TO ONE-STANDARD DEVIATION OIL SHOCKS

RESPONSE OF DLXR TO OILSUPPSHOCK
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Notes: Estimates based on a quarterly VAR (1) system in Equation 3. OILSUPPSHOCK,
AGGDEMSHOCK, OILDEMSHOCK and DLXR represent oil supply shocks, aggregate
demand shocks, oil-specific demand shocks, and the nominal exchange rate. Dotted
lines are 95% confidence intervals while dashed lines are 68% confidence intervals.
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Figure 9

RESPONSE OF EXCHANGE RATE TO ONE-STANDARD DEVIATION OIL SHOCKS

RESPONSE OF DTBILL TO OILSUPPSHOCK
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0.8 -

0.6

0.4

0.2 1

0.0 +

-0.2 -

Notes: Estimates based on a quarterly VAR (1) system in Equation 3. OILSUPPSHOCK,
AGGDEMSHOCK, OILDEMSHOCK, and DTBILL represent oil supply shocks, aggregate
demand shocks, oil-specific demand shocks, and the 180-day Treasury bill interest
rate. Dotted lines are 95% confidence intervals while dashed lines are 68%
confidence intervals.
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Figure 10

RESPONSE OF CURRENT ACCOUNT TO ONE-STANDARD DEVIATION OIL SHOCKS

RESPONSE OF DLABSCASA TO OILSUPPSHOCK
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Notes: Estimates based on a quarterly VAR (1) system in Equation 3. OILSUPPSHOCK,
AGGDEMSHOCK, OILDEMSHOCK and DLABSCASA represent oil supply shocks,
aggregate demand shocks, oil-specific demand shocks, and the seasonally adjusted
current account deficit. Dotted lines are 95% confidence intervals while dashed
lines are 68% confidence intervals.

K. Roach 245



As for the response of Jamaica’s external accounts to an oil
supply shock, the current account deficit increased within
the first two quarters (see Figure 10). This result could be
associated with the initial high fuel prices generally stemmed
from the prospect of reduced oil supplies, which in turnleads
to an increase in the value of imports and hence an overall
deterioration in the trade balance. As other oil producers
augment supplies and some countries cut demand, fuel
pricesfall, which thenleadstoareductionin the deficit by the
third quarter. In contrast, aggregate demand and oil-specific
demand shocksresulted inlower currentaccountdeficitswithin
the first two quarters, but thisimpact was reversed by the third
quarter. The initial reduction in the deficit may be attributed
tothe impact of the gains from global economic activity, which
offset the impact of the higher prices of oil. The responses of
the current account deficit to the oil supply and aggregate
demand shocks were statistically insignificant at the 95% and
68% confidence intervals. However, the response of the current
accountdeficittoan oil-specificdemand shock was significant
at the 68% confidence interval (see Table 8).

Inan efforttodelve more deeplyinto the extent towhich each
shock contributed to the responses by the respective macroeco-
nomicvariables, variance decompositions were conducted (see
Tables 9-13)"*. Withrespect to the effect of the oil supply shock
onreal GDP, inflation, the exchangerate, theinterestrate, and
the currentaccountdeficit, variance decompositions indicat-
ed that this shock accounted for 4.2%, 4.9%, 0.4%, 0.7%, and
2%, respectively, of the movementsin each variable by the third
quarter. Overall, this shockis show to have the smallestimpact
sinceitaccounts for onlyasmall percentage of the variationin
the different macroeconomic variables.

' While impulse response functions trace the effects of a shock to
one endogenousvariable on the othervariablesin the var, variance
decomposition separates the variation in an endogenous variable
into the component shocks to the var. Thus, the variance decom-
position provides information about the relative importance of
each random innovation in affecting the variables in the VAr.

246 Monetaria, July-December, 2014



Table 8

SUMMARY OF IMPULSE RESPONSES

Current
Exchange account
Real GDP  Inflation rate Interest rate deficit
Oil supply { i 1 1 1
shock
Aggregate
demand Ta T Ta T +
shock
Oil-specific
demand N Ta T a 1
shock

* Denotes rejection using the 95% confidence bands.

Regardingthe effect of the aggregate demand shock onreal
GDP, inflation, the exchangerate, theinterestrate, and the cur-
rent account deficit, the respective variance decompositions
highlighted that this shock contributed to 10.5%, 0.7%, 26%,
4%,and 1.5%, respectively, of movements by the third quarter.
Despite the results from the impulse response, which suggest
an eventualacceleration ininflation, the variance decomposi-
tion indicates the negligible importance of the shock to infla-
tion and the current account deficit.

As for the oil-specific demand shock, variance decompo-
sitions demonstrated that 5.2%, 8.5%, 1.6%, 6% and 2% of
movements in real GDP, inflation, the exchange rate, the in-
terest rate, and the current account deficit, respectively, can
beattributed to this shock within the first three quarters. The
results suggest the relatively high importance of this shock to
inflation in the context of Jamaica’s economy.
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Table 9

VARIANCE DECOMPOSITION OF REAL GDP

Aggregale Oil-specific
Period S.E. Real GDP  Oil supply shock demand shock demand shock

1 0.009369  100.0000 0.000000 0.000000 0.000000
2 0.009705  93.20463 0.156556 1.419289 5.219524
3 0.011984 81.10716 4.147979 10.52971 4.215156
4 0.012127  79.22231 4.058926 11.56134 5.157421
5 0.013240  79.74182 4.338183 11.59270 4.327297
6 0.013353  78.51046 4.271593 11.93259 5.285358
7 0.013983  78.24095 4.646024 12.23443 4.878598
8 0.014050  77.59154 4.602327 12.51957 5.286565
9 0.014418  77.62504 4.768557 12.56058 5.045823
10 0.014463  77.23827 4.739356 12.72456 5.297810

Notes: Cholesky ordering- real GDP, oil supply shock, aggregate demand shock, oil-specific
demand shock. Standard errors: Monte Carlo (10,000 repetitions).

Table 10

VARIANCE DECOMPOSITION OF INFLATION

Oil supply Aggregate Oil-specific
Period S.E. Inflation shock demand shock  demand shock

1 0.007709 100.0000 0.000000 0.000000 0.000000
2 0.008434 86.18130 4.960546 0.368265 8.489888
3 0.008458 85.70174 4.943022 0.736347 8.618890
4 0.008461 85.64169 4.944264 0.763648 8.650395
5 0.008461 85.63743 4.944630 0.764876 8.653061
6 0.008461 85.63727 4.944652 0.764905 8.653176
7 0.008461 85.63726 4.944653 0.764906 8.653179
8 0.008461 85.63726 4.944653 0.764906 8.653179
9 0.008461 85.63726 4.944653 0.764906 8.653179
10 0.008461 85.63726 4.944653 0.764906 8.653179

Notes: Cholesky ordering- inflation, oil supply shock, aggregate demand shock, oil-specific
demand shock. Standard errors: Monte Carlo (10,000 repetitions).
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Table 11

VARIANCE DECOMPOSITION OF EXCHANGE RATE

Exchange  Oil supply Aggregate Oil-specific
Period S.E. rate shock demand shock demand shock

1 0.010342 100.0000  0.000000 0.000000 0.000000
2 0.013682 72.77623 0.134163 26.04880 1.040805
3 0.013769 72.15912  0.330073 25.89110 1.619711
4 0.013852 71.65637 0.363733 26.30258 1.677315
) 0.013856 71.61108  0.374977 26.31525 1.698693
6 0.013859 71.59109 0.376627 26.33037 1.701910
7 0.013859 71.58838 0.377111 26.33163 1.702883
8 0.013859 71.58751 0.377199 26.33224 1.703057
9 0.013859 71.58736  0.377222 26.33232 1.703103
10 0.013859 71.58732 0.377226 26.33234 1.703112

Notes: Cholesky ordering- exchange rate, oil supply shock, aggregate demand shock,
oil-specific demand shock. Standard errors: Monte Carlo (10,000 repetitions).

Table 12

VARIANCE DECOMPOSITION OF INTEREST RATE

Interest Oil supply Aggregate Oil-specific
Period S.E. rate shock demand shock demand shock

1 1.431336  100.0000  0.000000 0.000000 0.000000
2 1.508329  90.05159  0.299485 3.741150 5.907780
3 1.515037  89.34945  0.700266 4.060880 5.889403
4 1.515576  89.28714  0.702346 4.088828 5.921682
5 1.515612  89.28372  0.702437 4.090737 5.923102
6 1.515615  89.28345  0.702443 4.090998 5.923106
7 1.515615  89.28342  0.702443 4.091028 5.923107
8 1.515615  89.28342  0.702443 4.091032 5.923108
9 1.515615  89.28342  0.702443 4.091032 5.923108
10 1.515615 89.28342  0.702443 4.091032 5.923108

Notes: Cholesky ordering- interest rate, oil supply shock, aggregate demand shock,
oil-specific demand shock. Standard errors: Monte Carlo (10,000 repetitions).
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Table 13

VARIANCE DECOMPOSITION OF CURRENT ACCOUNT DEFICIT

Current Aggregate Oil-specific
account Oil supply demand demand
Period S.E. deficit shock shock shock

1 0.436645 100.0000  0.000000 0.000000 0.000000

2 0.484645 95.49759 1.885092 1.273898 1.343424
3 0.494444 94.38356 2.194169 1.514285 1.907980
4 0.496307 94.12907 2.275173 1.557974 2.037782
5 0.496634 94.08317 2.290263 1.564048 2.062518
6 0.496689  94.07540 2.293006 1.564866 2.066730
7 0.496698 94.07414 2.293472 1.564974 2.067418
8 0.496700 94.07393 2.293550 1.564989 2.067529
9 0.496700  94.07390 2.293563 1.564991 2.067547
10 0.496700 94.07389 2.293565 1.564992 2.067550

Notes: Cholesky ordering- current account deficit, oil supply shock, aggregate
demand shock, oil-specific demand shock. Standard errors: Monte Carlo (10,000
repetitions).

6. CONCLUSION

Giventhe exposure of the Jamaican economyto oil price shocks,
an analysis of the impact of these disturbances on the major
macroeconomic indicators was deemed important. In addi-
tion, recognizing that increases in oil prices could stem from
eitherdemand orsupplyrelated developments, the shocks were
decomposed in an effort to understand the impact of various
oil shocks on the Jamaican economy.

The effects of the shocks on the macroeconomic variables of
the Jamaican economy varied in accordance with the type of
shock. Changes in oil prices stemming from increased global
aggregate demand generallyled to animprovementin domes-
tic macroeconomic variables, particularlyreal GDP. However,
higher oil prices emanating from a shock to global crude oil
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supplies or from a perceived threat to future oil supplies (lead-
ingtospeculative demand) largelyresulted in an overall dete-
riorationin Jamaica’s economy, contributing toanacceleration
in inflation and a potentially higher current account deficit.
Ofnote, theimpact of oil price shocks on the Jamaican macro-
economylargely failed to exhibit permanent effects. This find-
ing could be associated with the relative dependence on oil,
reflected in Jamaica’s fairly inelastic demand for the product.
Given the conclusions, it would be useful to study the impact
of price shocks to agricultural raw materials on the domestic
macroeconomic variables to determine if the results hold for
allimported raw materials.
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1.INTRODUCTION

atin America’s (LA) long-run economic growth can be
Ldivided into at least two clearly identifiable subperiods.

The first of these corresponds to the years from 1950 to
1980, known as the golden years, when it is generally consid-
ered that LA was one of the most developed regions outside
the industrial world (Elson, 2005), with economic potential
very similar to that of Spain, Italy and South Korea (Barboni
and Treibich, 2010). Nonetheless, everything points to the fact
that this potential could not be consolidated due to political,
religious and quality of human capital, factors which led toa
process of divergence from the referred economies (Barboni
and Treibich, 2010).

The crisis of 1981-1982 started the so-called lost decade in LA,
characterized by slow growth. In the nineties average growth
was modest, while over the following ten years (2000-2010)
higher growth combined with greater variability was observed
(Solimano and Soto, 2003).

Forthislast phase oflong-run growthinLA, discussionon the
processes of convergence or divergence draws different conclu-
sions. The works of Astorga, Bergésand Fitzgerald (2005), and
Astorga (2010) conclude thatif the behavior of six LA countries
(Argentina, Brazil, Chile, Colombia, Mexico and Venezuela)
isanalyzed inthelast century (1900-2000), itis found that they
tend toward economic and social convergence mainly due to
the similarityin their patterns of industrialization, urbaniza-
tion and public provision. These authors also state that the re-
maining countries of the region did not experience a process
of convergence and that the main sources of economic growth
are concentrated in theaccumulation of investmentand human
capital. Moreover, Martin-Mayoral (2010) studies the disparities
acrossSouth American, Central American (excluding Belize)
and North American (excluding the United States and Cana-
da) countries during the period 1950-2008. The results show
aslow convergence process up to 1985, subsequentlya process
of accelerated conditional convergence with different steady
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statesisobserved, whichis mainly explained by the rate of sav-
ing to investment, public spending and trade liberalization.

For a specific period, from 1980 to 2010, characterized by
moments of low growth, debt crises, structural reforms, para-
digm shifts and globalization, Barrientos (2007) suggests it is
much more appropriate to talk of atleast three groups of coun-
tries: the group of countries with good institutions (composed of
Argentina, Brazil, Chile, Colombia, Costa Rica, Mexico and
Uruguay), that suffered serious consequences of the debt cri-
sesbutthen tend toward higher growth rates; the painful group
with weak institutions (composed of Bolivia, Ecuador, Guate-
mala, Honduras, Nicaragua, Paraguay, Peru, El Salvadorand
Venezuela), which exhibit bad economicand social resultsand,
finally, the vulnerable (composed of the Bahamas, Barbados,
Belize, Cuba, Dominica, Dominican Republic, Guyana, Haiti,
Jamaica, Panama, Puerto Rico, St. Kitts and Nevis, Santa Lu-
cia, Saint Vincent and the Grenadines, and Trinidad and To-
bago). From the point of view of sigma convergence, there are
no data to conclude convergence or divergence across all the
countries, although for the good institutions group a process of
convergence was found until 1990 and divergence after that
year.Several countries from the painful group exhibit high per
capita GDP dispersion levels and negative economic growth
rates. The vulnerablegroup, which is more homogenousand has
averylow GDP dispersion, maintained periods of convergence
during 1970-1995, divergence in 1995-1999, and convergence
again after that. Barrientos’s (2007) results for the good institu-
tionsgroup show absolute and conditional convergence of 2%
and 3.6%, respectively, for the period 1980-2010; the painful
group exhibited absolute convergence of 0.7% and condition-
al one of 5.7%), while the vulnerable group converged in abso-
lute terms at 6% over the same period. The conclusion is that
external factors were determinant of the path of convergence
among the countries in each group.

Holmes (2006), Cermeno and Llamosa (2007), Escobari
(2011), Rodriguez et al. (2012) utilize the concept and meth-
ods of stochastic convergence, unit roots or cointegration to
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study convergence processes comparing leading economies
inside and outside LA. Holmes (2006) evaluates the conver-
gence hypothesis for eight Latin American countries in the
period 1900-2003 using the Markov methodology of regime
switchingand defines forit the concepts of partial convergence
(change from a steady regime to another non-stationary) and
varied convergence (degree of persistence). By applying this
methodology, he found the existence of a switching from a
stationary or convergence process to another non-stationary
or divergent process, which can also be identified as the exis-
tence of two different stationary regimes. Cermeno and Lla-
mosa (2007) use the approach of Bernard and Durlauf (1995)
toanalyze possible convergence processes for Argentina, Bra-
zil, Canada, Chile, USAand Mexico for the period 1950 to 2000.
Neither the restricted nor the unrestricted versions (or abso-
lute and conditional convergence, respectively) of the cointe-
gration analysis for the comparison between LA countriesand
the USAshow strong evidence of convergence, althoughin the
cases comparing Argentina-USA, Chile-USAand Brazil-Argen-
tina the results show weak evidence.

The work of Escobari (2011) for 19 countries and the period
1945 to 2000 applies unit root analysis and compares pairs of
countries using the same methodology employed by Bernard
and Durlauf (1995). Thus, it findsa process of convergence be-
tween the Dominican Republic and Paraguay. When groups of
countries were considered it found more evidence of conver-
genceacrossthe economies of Central Americaand the Carib-
bean thanacrossthe economies of South America. Finally, the
study of Rodriguez et al. (2012) on the hypothesis of conver-
gence toward the economy of the USA for 17 Latin American
countries during the period 1970 to 2010 using unit root tests
and panel cointegration finds no evidence of absolute conver-
gence, but does see conditional convergence.

This paper presents an analysis of the path of long-run eco-
nomic growth of Latin American countriesinaccordance with
the hypotheses ofabsolute and conditional convergence in per
capita GDP with respect to two types of leading economies: a
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region’saverage and the USA. To test the convergence hypothesis
first and second-generation cointegration and unit root panel
testswere applied for the period 1950-2010. The second-genera-
tion tests, such asthose of Maddalaand Wu (1999) and Pesaran
(2007) have the advantage of eliminating root homogeneity as-
sumptions and independence between the cross-section units,
assumptionsupheld by the majority of first generation tests, e.g.
those of Pesaran and Smith (1995), Pesaran (1997) and Pesaran
etal. (1999). The results obtained show mixed and inconclusive
evidence for economic convergence in the period 1950-1990
and of conditional convergence toward the region’saverage and
to the USA during the 1990-2010 period of trade liberalization.
The paperis organized as follows. Section 2 broadly outlines
the tests employed and presents a briefreview of the empiric lit-
erature.Section 3 describes the econometric methodologyem-
ployed and the data.Section 4 gives the results of the econometric
tests carried out and, finally, Section 5 states the conclusions.

2. REVIEW OF THE LITERATURE

2.1 Specification of Absolute and Conditional
Convergence Tests

Baumol, Nelson and Wolff (1994) make a classification of the
differentinterpretations of convergence most used in the spe-
cialized literature: homogenous, catch-up, gap, absolute con-
vergence, explained convergence, asymptotic convergence
and limit convergence. All these interpretations can be linked
to the conclusions of the neoclassical growth model for closed
economies (Ramsey, 1928; Solow, 1956; Cass, 1965; and Koop-
mans, 1965), which predict that the growth rate trend of the
capital-labor ratio (K/L) is inversely related to its initial level
(Galindo and Malgesini, 1994).

Inresponse tothe many criticisms of the endogenous growth
theory, Barro and Sala-i-Martin (2004), and Mankiw, Romer
and Weil (1992) substituted the concept of Baumol’s absolute
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convergence with that of conditional convergence, taking
into account the international economic consistency of the
nineties. The first interpretation of this concept is that the
existence of convergence doesnot only depend on the capital-
labor ratio, but also on other economic conditions (human
capital, social capital, technology, policies, etc.), which can
drive the process of convergence across countries. For Sala-i-
Martin (1997), the conditional convergence hypothesis also
allows forunderstanding the conditions that economies should
fulfillin order to be able to group them into convergence clubs.

The convergence concept commonly employed in most
studiesisthat of f— convergence. Itissaid that thereisabsolute
- convergence across countries if there is anegative relation
between the growth rate of per capita income and the initial
value of per capita income, which implies that the poorest
countries grow at a faster rate than rich countries in such way
asto arrive at the same long-run equilibrium.

In the nineties, most studies concentrated on the relation
between the growth rate of income per capita and different
standards of living measures in cross section to investigate
the growth process. These studies were based on the following
model:

u g, =aX, + By, +&,

where g is the country’s growth rate, y, is the value of the
countryvariable at the start of the period studied, X includes
variables by country to control for the specific effects of each
ofthemand ¢, is the error term. The initial value of variable
y,, is included in order to test the convergence hypothesis
(Durlauf, 2000). Thus, if the value of f is negative in Equa-
tion 1, there is f— convergence. In terms of Equation 1, one
way of testing the absolute, or unconditional, version is by
excluding each country’s specific control variables, verify-
ing that f isnegative, while a conditional convergence testis
carried out by including the X control variables (Barro and
Sala-i Martin, 2004).
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Different studies have criticized the application of cross-sec-
tion growth models to prove absolute or conditional conver-
gence and have proposed panel methodologies compatible with
the inferences of exogenous and endogenous models (Bond et
al.,2010).! Forinstance, Bernard and Durlauf (1995) state that
once this analysisis applied toa group of countrydata through
an appropriately specified model with multiple steady-states a
negative f coefficient for the total sample can be attributed
to asubsample of those countries that converges to the specif-
ic steady-state group. In addition, Quah (1993, 1996a, 1996b,
1997) suggests that these tests for the convergence hypothesis
suffer from Galton’s fallacy, i.e., once we regress growthratesto
theirinitiallevels, anegative f coefficientis due toaregression
toward the mean, which doesnotnecessarilyimply convergence.

The vast majority of studies that have used Equation 1 have
tended to ignore underlying patterns of heterogeneity in the
databyusinganidentical regression model for all countriesin
the sample. Some of them use dummies for Latin America or
sub-Saharan Africain order to take into account the differenc-
esinthe growth process for those groups of countries. Howev-
er, thisis not enough to capture the statistical measures of the
clubsinthe group of data. Inthisregard, Bernard and Durlauf
(1994 and 1995) evaluate the possibility of convergence using
the following model:

E yitzai]'+ﬂyjt+gi]'ts

wherey, is per capitaincome of the countryin question, y, is per
capita income of the leading or reference economy and a,is a

' Inthe same way as Bond et al. (2010), in this paper we use the esti-
mators proposed by Pesaran and Smith (1995), Pesaran (2007), and
Pesaran et al. (1999). The difference between the specification of
Bond et al. (2010) and ours lies in the fact that he aims to analyze
how capital accumulation affects growth, he does not carry out es-
timates for Latin America and does not use the referred estimators
to test convergence, while the specification used here is applied
to the convergence test for Latin American countries.
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constant that denotes permanent differences between the two
economies (Cermeno and Llamosas, 2007). If convergence ex-
ists, the differences between two countrieswilltend to decrease
overtime,i.e.,itrequiresthat o= 0 in order forthe differences
tobe completely eliminated (absolute convergence). If the latter
isnot fulfilled, it will tend toward a different determined level
(conditional convergence). Thus, fulfillment of the absolute
convergence hypothesis requires that f=1and a,=0. There-
fore, if &, 0 there is evidence of conditional convergence
Ifabsolute convergence is fulfilled, asimple and direct way
of provingitwould be to obtain the difference between per cap-
itaincome of the countryin question and per capitaincome of
theleading orreference economy, bothinnaturallogarithms:

E )’iz‘)’j: =&,

Based on thisseries, the null hypothesis of non-convergence
can be written as:

4] Hy:y,—y,=1(1), Vi=1..,N.

The above can be carried out through unit root tests. This
version of the test is known as the restricted version. Accord-
ing to Cheung and Garcia (2004), testing the null hypothesis
set out in Equation 4 can bias the results toward acceptance
of the non-convergence hypothesis due to the reduced power
of the unit root tests. Cheung and Garcia therefore propose
evaluating the convergence hypothesisin the following way:

5 H:y,—y,=1(0), Vi=1..,N.

If it is not possible to reject Equations 4 and 5 at the same
time, the data cannot provide evidence for accepting or reject-
ing the convergence hypothesis.

As for the unrestricted version of the test, it is not assumed
a priori and the model of Equation 2 is employed for esti-
mating parameters ¢, and /. In this version of the test, the
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non-convergence hypothesisis evaluated by applying the unit
root test to the errors estimated in this model. With this ap-
proach, the null hypothesis states that there is no cointegra-
tion between income per capita of the countrystudied relative
to the leading economy. This version of the test also has the
advantage that it is possible to determine if the constant is
significant and, therefore, can show evidence of conditional
convergence as well as verify whether the vector (1,—1) of the
restricted modelis fulfilled or not.

The test defined in Equation 3 for demonstrating the con-
vergence hypothesis between two countries can be extended
forapanel model thatincludesagroup of countries in the fol-
lowing way:

E Dy, == >

where y, is the income per capita of country zat time ¢, and y,
is the income per capita of the leading country at time ¢, both
inalgorithms. Thus, the convergence hypothesis between two
countries canbe tested through panelintegration and cointe-
gration analysis when the income per capita of both countries
are notstationary (Diazetal., 2009), which can be carried out
applying different panel unit root tests to the group of series
resulting from Equation 6.

A'less restrictive version of Equation 6 is an extension of
Equation 2 to the panel model as follows:

Y zai+ﬂyﬂ+vil
Dyy, =y, -, _ﬁyjt =y

Thus, Model 7 gives an estimate of the slope parameter for
the panel as awhole, which allows for testing the convergence
hypothesis for the group of countries included in the panel
given that, aswill be shown below, according to the estimation
methodology of Pesaran, Shin and Smith (1999) for cointegrat-
ed, panelsitis possible to estimate parameter f for the panel
asawholeand aspeed of adjustment coefficient for each of the
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units considered. If the GDP per capita of countries included
in the sample and that of the leading economy are cointegrat-
editwill therefore also be possible to allocate ahomogeneous
long-run relation for the whole panel and the way in which it
responds to each of the units in such relation.

2.2 Literature on Convergence

Evans (1997) demonstrates that when control variablesare in-
troduced into Equation 1, although these control 90% of the
variance of steady-state GDP per capitavalues, the probability
limit of the least squares estimator of the initial income coef-
ficient (which is the convergence indicator) is approximately
equal to halfits true value. For this reason, it is not advanta-
geous to make inferences employing this type of regressions.

Among the studies that have employed time series tech-
niques, the following stand out: Linden (2000) studies the
OECD group of countries by applying multivariate augmented
Dickey-Fuller (ADF) and Kwiatkowski-Phillips-Schmidt-Shin
(KPSS) unit root tests by pairs, finding convergence only for
Norway, Sweden and UK. Amable and Juillard (2000) apply the
same tests for a sample of 53 countries, finding that the ADF
test almost never confirmed convergence except in the cases
of Denmark and Germany. Camarero, Flores and Tamarit
(2002) study countries in the Mercosur through multivariate
ADF tests and panel models, finding evidence of convergence
for some countries. Easterly, Fiess and Lederman (2003) an-
alyze the convergence hypothesis between Mexico and USA
with Johansen’s test and find evidence of conditional conver-
gence. Finally, Cheungand Pascual (2004) analyze the case of
the Group of Seven (G7) through multivariate ADF tests and
panelstudies, showing evidence that the multivariate ADF test
does not confirm convergence.

Cermeno and Llamosas (2007) employ the restricted and
unrestricted version of Model 2 to test the convergence hypoth-
esis for GDP per capita across six emerging countries with re-
spect to the USA. To do this they implement the Gregory and
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Hansen (1996) approach of cointegration under possible struc-
tural change. Their results suggest that in most cases there is
no evidence to support convergence under structural change,
and that the gaps of income per capita between the countries
considered relative to the USA are consistent with a non-con-
vergence processes.

3. ECONOMETRICMETHODOLOGY AND DATA

3.1 Panel Unit Root Tests

Panel unit root tests are similar, but not identical, to the unit
root tests carried out on any series in particular. This section
briefly describes the two panel unit roots tests employed in
this paper.

Maddalaand Wu (1999, hereafter, MW), sustain that various
difficulties emerge in the Im-Pesaran-Shin (IPS) test because it
relaxes the homogeneity assumption through the unit roots.?
MW suggest usinga Fisher type test, whichis constructed based
on a combination of pvalues (denoted by 7,) of the unit root
test statistic in each of the cross sections. The MW test statis-
tic, A, is given by:

8] A= —Qiln T
i=1

whichisdistributedasan z*(2N) under the null hypothesis of
cross-sectionalindependence. In the same way, Breitung (2000)
arguesthatIPStestslose power byincludingindividual trends.
One of the advantages of the Maddalay Wu (1999) test is that
itsvalue does not depend on the differentlagsincluded in the
individual regressions for obtaining each of the ADF statistics.

* The homogeneity assumption implies that all the individual roots
are equal, meaning it has to be assumed (@; =a =0,Vi), while the
heterogeneity assumption indicates that all the roots are different,
but (a; =0,V¢) must be fulfilled for convergence to exist.
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As in the case of most ADF tests, both IPS and MW tests rest
on the assumption that cross section units are independent.
The second generation panel unit root test we employ in this
paper is that of Pesaran (2007),* who proposed the CIPS test,
the test statistic of whichis the individual cross section mean of
the tstatistics of individual ordinary least square coefficients
of y, , inregression CADF (cross-sectionally ADF) for each unit
inthe panel. The CADF regressions correspond to the ADF test
that incorporates the cross-section averages of lagged levels
and first-differences of the individual series. Thus, the regres-
sions are of the following type:

Ay, =y + AN+ Z%‘Aﬁ_’t—j

D
P
+Z 5ijAyi, —j e

In this test, the null hypothesis (&, =0,V¢) isthatallunitsin
the panel possess a unit root, as opposed to the variance sta-
tionarity alternative where at least some of them possess one.

3.2 Kao (1999) Panel Cointegration Tests

Kao (1999) proposed ADF type tests similar to the standard
single equation approach adopted in Engle and Granger’s
two-step procedure. In the case dealtwith here, the procedure
consists of estimating the following panel regression model:

m Vi =0+ 0z, + By, + &,

where it is assumed that Y, and Y, are non-stationary and that

z,, is a matrix of deterministic components. The residuals of

it
this model are used to estimate the following model:

11 -~ _ =

it

* This test takes into account the possibility that units in the panel

could be dependent.
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where ¢, = (yl.t —o; =06,z — Py, ) This case attempts to test the
null hypothesis of non-convergence, H: p=1, in Equation 11,
against the alternative hypothesis where y_and y, are cointe-
grated, i.e., that H,: p<I. Kao developed four Dickey-Fuller
(DF) type tests that only limit the case of fixed effects. Two of
Kao’s tests assume robust exogeneity of regressors and errors
in Equation 10 denoted by DF, and DF,, while the other tests,
which are non-parametric, make corrections for any endoge-
nous relation and are denoted by DF, and DF,. The four tests
include non-parametric corrections for the possibility of any
serial correlation given that Equation 11 involves an ordinary
least squares regression (MCO) of de ¢, over a single lagged
valueof ¢, .

Asanalternative, Kaoalso proposed atest that extends Equa-
tion 11 by including lagged differences at residuals. He there-
fore obtains an ADF version of his test on the existence of serial
correlationas partofthe regression procedure. All the testsare
asymptoticallydistributed inaccordance with standard normal
distribution. It is important to point out that the versions of
Kao’stestimpose homogeneityin the fslope coefficient, i.e., itis
notallowed tovaryacross theindividuals makingup the panel.

3.3 Panel Estimation Methods for Cointegrated Variables

For panel cointegration models the asymptotic properties of
regression model coefficient estimators and associated statis-
tical tests are different from those estimated by cointegrated
time series models (Baltagi, 2008).

Some ofthese differences have been revealed in recent works
by Kao and Chiang (2000), Phillips and Moon (1999), Pedro-
ni (1999, 2000, 2004), and Mark and Sul (2003). Panel cointe-
gration models are designed for studying long-term relations
typically found in macroeconomic and financial data. Such
long-term relations are often cited by economic and financial
theory, which is the main reason for estimating regression co-
efficients and testing whether or not they satisfy theoretical
restrictions. Phillips and Moon (1999) and Pedroni (2000)
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propose a fully-modified (FM) estimator, which can be viewed
as a generalization of the Phillips y Hansen (1990) estimator,
while Kao and Chiang (2000) advance an alternative method
based on the dynamicleastsquares estimator, taking the works
of Saikkonen (2001) and Stockand Watson (1993) asareference.

3.3.1 Group Mean Estimator

To test the convergence hypothesis for Latin American coun-
tries we employ the estimators proposed by Pesaran, Shin and
Smith (1999), who suggest two different estimators in order to
resolve the possible lag attributable to slope heterogeneity in
dynamic panels. These are the mean group (MG) and pooled
mean group (PMG) estimators.

The MG estimator allows long-term parameters to be ob-
tained for the panel from an average of the long-term param-
etersinautoregressive distributed lag (ADRL) models for units
or individuals (Asteriou and Hall, 2007). For instance, if the
ADRL is as follows:

Viu =@ +Y Y0t P, e,

Therefore, the long-term parameter, 6, for the individual or
unit ¢ is:

13 o -L_.

The estimators for the whole panelwould therefore be given by:

6=L39,
N&

N

-

i=1

Q)

Itis possible to show howwith asufficientlylarge number of
lagsthe MG estimator provides super consistent estimators for
thelong-term parameters even when the order of integration of
theregressorsisequaltoone (Pesaran, Shinand Smith, 1999).
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The MG estimators are consistentand have normal asymptotic
distributions for sufficiently large Nand 7. Nevertheless, for
samples where T is small, the MG estimator is lagged and can
lead to erroneous inferences, meaning it should be used with
caution in such cases.

3.3.2 Pooled Mean Group Estimator

Pesaran and Smith (1995) show that, unlike static models,
pooled heterogeneous dynamic panels generate estimators
thatareinconsistent eveninlarge samples. Baltagiand Griffin
(1997) argue that the benefitin terms of efficient dataaggrega-
tion outweighs theloss caused by the biasinduced by heteroge-
neity. Pesaran and Smith (1995) observe how it is improbable
thatdynamic specificationis common to all units, whileitisat
least conceivable that long-run parameters of the model may
be common. They propose carrying out the estimate by aver-
aging the estimated parameters individually or pooling the
long-term parameters where the dataallowsit, and estimating
the modelasasystem. Pesaran, Shin and Smith (1999) refer to
thismethod asthe pooled mean group (PMG) estimator, which
combines the efficiency of the pooled estimate while avoiding
the problems of inconsistency arising from pooling dynamic
heterogeneous relations.

The PMG sits in between the MG (where both slopes and in-
tercepts are allowed to vary across units) and the classic fixed
effectsmodel (whereslopesare fixed and interceptsvaryacross
units). Calculation of the PMG estimator only restricts long-
term coefficients to be the same across units, while allowing
short-term coefficients to vary across them.

More precisely, the unrestricted specification of the ADRL
system of equations is as follows:

jd 4
!
m Vi = H; +Z/1ijyi, -1 +z ﬂ’é‘ij Xt &y,
=1 =0
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where x, _isavector of explanatoryvariablesand u, represents
the ﬁxed effects. In principle the panel can be unbalanced and
p and ¢ may vary across units. This model can be reparame-
trized as a vector error correction model (VECM):

p-1 q-1
m Ay, = (yzt 1 ﬁxu) Z%;Ayi,z—;‘ +z¢@;‘Axi,t—] +é&;
=1 =1

where the 9,, are short-term parameters for each of the units,
and f isthe short-term parameter common to all of them. The
estimate can be carried out by MCO, imposing and testing cross
section restrictions on f. Nevertheless, this procedure could
beinefficientasitignores contemporaryresidual covariance.
Given the latter, an estimator could be calculated with Zell-
ner’s SUR method, whichisatype of feasible generalized least
squares estimation. However, the SUR procedure is only pos-
sible if N <7, the reason why Pesaran, Shin and Smith (1999)
suggest employing the maximum likelihood method.

4. RESULTS

First, welookinto the possible presence of unitrootin the dif-
ference between each country’s income per capita relative to
each of the two indicators considered as leading economy: GDP
per capita of the USAand average GDP per capita of the region.
The latter calculation includes GDP per capita of the USA. To
this end, we apply the tests of Maddala and Wu (1999) and of
Pesaran (2007), with different lags to Dy, as established in
Equation 6. Tables 1 and 2 show the results of the root test for
different periods and the sample as awhole.

In the case of the difference between the GDP per capita of
each countryas compared to that of USA, the MW and Pesaran
tests carried out with and without trend (see Table 1) show
that for both the total sample and the first subperiod it is not
possible to reject the unit root null hypothesis in any case in
the panel considered, meaning that in these cases there are
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Table 1

PANEL UNIT ROOT TESTS FOR D,y, =y, — y, » RELATIVE TO THE USA:
TOTAL SAMPLE AND BY PERIODS

Maddala and Wu (1999)

Pesaran (2007)

Without trend With trend Without trend With trend
Lags x> pualue % pualue  y?  pualue 42 pualue
Total sample (1951-2010)
0 19.85  [0.97] 10.87 [1.00] 0.27 [0.61] 1.61 [0.95]
1 22.96 [0.92] 18.27 [0.99] 0.04 [0.52] 0.48 [0.68]
2 25.15  [0.86] 23.72 [0.91] 0.49 [0.69] 0.78 [0.78]
3 32.02  [0.57] 19.90 [0.97] 0.74 [0.77] 0.99 [0.84]
4 28.77 [0.72] 24.60 [0.88] 1.67 [0.95] 2.22 [0.99]
First period (1951-1990)
0 13.56 [0.99] 10.86 [1.00] 2.16 [0.99] 1.31 [0.91]
1 16.03 [0.99] 17.91 [0.99] 2.22 [0.99] 0.71 [0.76]
2 22.32  [0.94] 14.44 [0.99] 2.90 [0.99] 1.84 [0.97]
3 22.10 [0.94] 23.75 [0.91] 38.57 [1.00] 2.01 [0.98]
4 22.25 [0.94] 20.57 [0.97] 4.23 [1.00] 3.16 [0.99]
Second period (1990-2010)
0 35.42 [0.40] 7.64 [1.00] -1.34 [0.09] -0.29 [0.39]
1 39.77 [0.23] 11.30 [1.00] -2.58 [0.01] -3.43 [0.00]
2 42.09 [0.16] 11.05 [1.00] -1.78 [0.04] -5.07 [0.00]
3 37.60 [0.31] 8.45 [1.00] -1.33 [0.09] -4.70 [0.00]
4 52.12  [0.02] 17.82 [0.99] -0.93 [0.18] -2.30 [0.01]

Note: Numbers in parenthesis are p values for the lags included in each test.
Source: Own elaboration.

no signs of convergence with respect to this indicator in the
periods analyzed. For the second subperiod the MW test with-
outtrend and with fourlags, and Pesaran’s test without trend,
one and two lags and trend for lags one to four, reject the unit
root null hypothesis. This suggests some indications of sta-
tionarityin the difference between the GDP per capita of each
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Table 2

PANEL UNIT ROOT TESTS FOR D,y, =y, —y, RELATIVE TO
REGION’S AVERAGE: TOTAL SAMPLE AND BY PERIODS

Maddala and Wu (1999) Pesaran (2007)
Without trend With trend Without trend With trend

Lags %2 p value x> p value P b value P p value

Total sample (1951-2010)

0 44.54 [0.16] 31.18 [0.70] 0.59 [0.72] 1.03  [0.85]
1 39.95 [0.30] 31.28 [0.69] 0.23 [0.59] -0.23 [0.41]
2 31.34 [0.69] 22.08 [0.97] 1.02  [0.85] 0.40 [0.66]
3 28.82 [0.80] 17.95 [0.99] 1.52  [0.94] 0.43 [0.67]
4 26.40 [0.88] 17.32 [0.99] 2.23  [0.99] 1.40 [0.92]
First period (1951-1990)
0 35.44 [0.50] 30.15 [0.74] 3.03  [0.99] 2.14 [0.98]
1 28.07 [0.83] 33.82 [0.57] 3.04 [0.99] 1.49 [0.93]
2 25.91 [0.89] 23.16 [0.95] 4.03 [1.00] 2.58 [0.99]
3 19.71 [0.99] 22.19 [0.97] 4.89 [1.00] 2.97 [0.99]
4 15.33 [0.99] 26.87 [0.87] 5.42 [1.00] 4.33 [1.00]
Second period (1990-2010)
0 64.06 [0.00] 24.23 [0.93] -0.19 [0.43] -0.85 [0.20]
1 56.96 [0.02] 4255 [0.21] -1.10 [0.14] -3.36 [0.00]
2 42.07 [0.23] 29.58 [0.77] 0.10 [0.54] -1.47 [0.07]
3 44.47 [0.16] 27.99 [0.83] -0.43 [0.33] -0.17 [0.43]
4 45.43 [0.14] 36.20 [0.46] -1.49 [0.07] 0.57 [0.72]

Note: Numbers in parenthesis are pvalues for the lags included in each test.
Source: Own elaboration.

Latin American countryand that of the USAand, therefore, of
convergence between both indicators for the subperiod cor-
responding to trade liberalization.

With respect to MW and Pesaran tests, with and without
trend, on the differences between each country’s GDP and av-
erage GDP per capita for the region, they show a similar result
for the total sample and for the first subperiod given that it is
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not possible in any case to reject the unit root null hypothesis
in the panel for that variable (see Table 2).

For the second subperiod the MW test without trend, without
lags and with one lag, and the Pesaran test with trend, with one
and twolags, allow for rejecting the unit root hypothesis, which
suggests the presence of some indications of stationarity in the
difference of each Latin American country’s GDP per capitarel-
ative to the region’s average and, therefore, of convergence be-
tween bothindicators for the second subperiod 1990-2010. The
same can be said for the tests implemented with the difference
between GDP per capitaof countriesin the regionand that of USA.

Thus, bothindicators constructed for proving the restricted
version of the test show evidence that there are indications of
stationarityinsaid indicators only during the second subperiod.
Thisimplies that the process of convergence between the Latin
American countries and the USA, and the region’s average was
onlyseen in the second subperiod corresponding to the phase
of trade liberalization.

Oncethe possible presence of convergence wasverifiedin the
totalsample and the subperiodsaccordingtotherestricted ver-
sion of the test, we applied panelunitroot testsin order to exam-
ine the possible presence of unit root in the natural logarithm
of GDP per capita for countries of the region. And, if it exists,
proceed to carry out panel cointegration tests of this indicator
with respect to per capita GDP of the USA and average GDP per
capita of the region. The results of the panel unit root tests ap-
plied tothe naturallogarithm of GDP per capita of the countries
of the region considered are shown in Table 3.

As can be seen in Table 3, MW unit root tests do not allow for
rejecting the unitroot null hypothesisin the naturallogarithm
of GDP per capita of any of the countries considered. However,
Pesaran’s testin some cases shows that said hypothesisis reject-
ed, mainly for the total sample and the first subperiod, when
the test is specified with few lags. Meanwhile, in the majority
of cases, Pesaran’s test with trend cannot reject the unit root
hypotheses for this variable. Notwithstanding the aforemen-
tioned, in the following analysis we assume that per capita GDP
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Table 3

PANEL UNIT ROOT TESTS OF MADDALA AND WU (1999),
AND PESARAN (2007) FOR YIT

TOTAL SAMPLE AND BY PERIODS

Maddala and Wu (1999)

Pesaran (2007)

Without trend With trend Without trend With trend
Lags %2 b value P b value P b value 22 p value
Total sample (1951-2010)
0 21.54 [0.95] 1252 [1.00] ~-1.77 [0.04] -0.50 [0.31]
1 16.12 [0.99] 17.16 [0.99] -2.33 [0.01] -1.31 [0.10]
2 18.43 [0.99] 1595 [0.99] -1.83 [0.03] -0.83 [0.20]
3 19.81 [0.98] 17.41 [0.99] -1.45 [0.07] -0.14 [0.44]
4 19.55 [0.98] 17.78 [0.99] -0.32 [0.37] 1.45 [0.93]
First period (1951-1990)
0 31.04 [0.61] 10.72 [1.00] -2.29 [0.01] -0.43 [0.34]
1 27.17 [0.79] 16.00 [0.99] -2.49 [0.01] -0.97 [0.17]
2 24.41 [0.89] 15.24 [0.99] -2.13 [0.02] -0.47 [0.32]
3 29.01 [0.71] 18.71 [0.98] -1.08 [0.14] 0.85 [0.80]
4 26.70 [0.81] 16.15 [0.99] -0.08 [0.47] 2.03 [0.98]
Second period (1990-2010)
0 16.57 [0.99] 24.73 [0.88] -0.33 [0.37] -0.18 [0.43]
1 16.88 [0.99] 35.51 [0.40] -2.28 [0.01] -3.32 [0.00]
2 8.30 [1.00] 37.72 [0.30] -0.80 [0.21] -2.12 [0.02]
3 8.42 [1.00] 25.15 [0.87] -1.17 [0.12] -1.50 [0.07]
4 9.96 [1.00] 34.65 [0.44] -0.66 [0.25] -0.43 [0.33]

Notes: Numbers in parenthesis are p values for the lags included in each test.
Source: Own elaboration.
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Table 4

PANEL COINTEGRATION TESTS OF KAO (1999)
TOTAL SAMPLE AND SUBPERIODS

HO: NO COINTEGRATION

Total sample First period Second period
(1951-2010) (1951-1990) (1990-2010)
Statistics Prob. Statistics Prob. Statistics Prob.

Relative to USA
-1.24 [0.11] -0.29 [0.39] -2.15 [0.02]
Relative to region’s average

-1.30 [0.10] -0.63 [0.27] -3.49 [0.00]

Note: Testing conducted by incorporating individual intercepts.
Source: Own elaboration.

of the Latin American countries considered has an order of in-
tegration equalto 1.

The results of the panel cointegration test of Kao (1999) for
GDP per capita of Latin American countries and that of the
USAand aregion’saverage, bothin turn considered as leading
economy, are presented in Table 4. As can be seen, evidence of
cointegration between the two indicators only exists in the
second subperiod, given that for both the total sample as well
as for the first subperiod it is not possible to reject the null hy-
potheses of non-cointegration between GDP per capitaof Latin
American countriesand GDP per capita of the leading economy.

Taking into account these results, we estimate the f conver-
gence coefficient of the restricted version of the test between
GDP per capita of countries of the region and the leading econ-
omy. The results are shown in Table 5.
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Table 5

RESULTS OF PMG, MG AND DFE ESTIMATORS FROM PESARAN,
SHIN AND SMITH (1999)

Total sample First period Second period
(1951-2010) (1951-1990) (1990-2010)

Relative to USA

5PMG 0.66  [0.00] 0.10  [0.32] 0.90  [0.00]
HU:’EPMG =1 29.07  [0.00] 85.89  [0.00] 1.17  [0.28]
ﬁMG 0.61 [0.00] 0.21 [0.62] 1.00  [0.08]
Hoiﬂim; =1 8.32  [0.00] 3.59  [0.06] 0.00  [0.99]
BDFE 0.60  [0.00] 0.14  [0.57] 1.24  [0.00]
HO:[;DFE =1 10.52  [0.00] 11.71  [0.00] 0.92  [0.34]
Hausman tests

PMG vs MG 0.17  [0.68] 0.06  [0.81] 0.03  [0.86]
MG vs DFE 0.00  [0.99] 0.00  [0.99] 0.00  [0.99]

Relative to region’s average

Bws 0.97  [0.00] 0.74  [0.00] 0.83  [0.00]
HO:/BPMG =1 0.42  [0.52] 30.43  [0.00] 27.31 [0.00]
ﬁMG 0.94  [0.00] 0.81 [0.00] 1.26  [0.00]
H():BMG =1 0.13  [0.72] 042  [0.52] 1.21 [0.27]
BDFE 0.92  [0.00] 0.89  [0.00] 1.14  [0.00]
HO:BDFE =1 0.30  [0.58] 0.45  [0.50] 1.42  [0.23]
Hausman tests

PMG vs MG 0.04  [0.84] 0.06  [0.81] 2.89  [0.09]
MG vs DFE 0.00  [0.99] 0.00  [0.99] 0.00  [0.99]

Note: Numbers in parenthesis are p values.
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The estimates show that when GDP per capitaof the USAis tak-
enasleading economy, the coefficients estimated with PMG, MG
and DFE estimators for the total sample and the first subperiod
were much less than one. Besides the fact that in all cases the
Hausman tests show that from the PMG and MG estimators, the
PMG estimatoris the most efficient with the null hypothesisand
both casesreject the null hypothesis that the true parameteris
equal to one. On the other hand, the results are very different
for the second subperiod of the sample where PMG and MG es-
timators were equal to 0.90 and 1.00, respectively. The first of
theseissignificantat 1% and the second at 10%. Furthermore,
itwas not possible toreject the hypothesisthat the g coefficient
isequalto one for eitherindicator. Thus, the presence of panel
cointegration between both variables according to the test of
Kao (1999) for the second subperiod, and the fact thatitisnot
possible toreject the hypothesis that the parameter estimated
by PMG is equal to one (PMG = 1) for that subgroup shows robust
evidence for convergence of Latin American countries toward
the USAin the second subperiod. Thisresultisalso compatible
with that found with the restricted version of the test.

Ontheotherhand, estimates carried outtotest for f conver-
gence taking a region’s average as leading economy revealed
that the PMG estimator of f is very close to one for the whole
sample. Itis not possible in this case to reject the null hypoth-
esis that said parameteris equal to 1 either. In the same way as
inthe previous case where GDP per capita of the USAis taken as
theleading economy, when the region’s average per capita GDP
istakenasleading economy Hausman’s tests show thatin every
case the PMG estimatoris more efficient than the MG estimator.

Asforestimates carried out by subperiods, taking aregion’s
average as leading economy, although all the indicators were
statistically significant, in the case of estimates through the
PMG it was not possible to accept the null hypothesis that this
coefficient is equal to one. For this reason, we do not find evi-
dence of convergence toward the region’s average by subpe-
riods despite the fact that we do find evidence of this for the
period asawhole.
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Table 6

SPEED OF ADJUSTMENT COEFFICIENTS (INDIVIDUAL AND PANEL)
ESTIMATED THROUGH THE PMG ESTIMATOR OF IM,
PESARAN AND SHIN (1999) RELATIVE TO USA

Total sample First period Second period
Std. " Std. _ Std.
0, error z 6, error z 0, error z

Argentina  -0.08 0.06 -1.46 -0.08 0.06 -1.48 -0.03 0.11 -0.28

Bolivia -0.06 0.03 -2.47 -0.21 0.09 -2.43 -0.01 0.06 -0.23
Brazil -0.05 0.02 -2.79 -0.03 0.02 -2.17 -0.08 0.09 -0.84
Chile 0.01 0.03 045 -0.10 0.08 -1.24 -0.12 0.04 -2.81

Colombia -0.05 0.03 -1.49 -0.01 0.02 -0.71 -0.06 0.08 -0.75
Costa Rica -0.12 0.04 -2.75 -0.09 0.03 -3.24 0.03 0.10 0.34
Ecuador -0.07 0.04 -1.89 -0.03 0.02 -1.45 -0.11 0.09 -1.20
El Salvador —-0.03 0.03 -1.00 -0.09 0.04 -2.36 -0.23 0.08 -2.97
Guatemala -0.03 0.03 -1.11 -0.03 0.02 -1.25 -0.09 0.06 -1.56
Honduras -0.09 0.05 -1.94 -0.05 0.05 -0.90 -0.19 0.09 -2.18

Mexico -0.08 0.03 -2.25 -0.03 0.02 -1.57 -0.37 0.19 -1.94
Nicaragua -0.01 0.03 -0.25 -0.15 0.10 -1.59 -0.37 0.08 -4.80
Panama -0.02 0.02 -0.84 -0.03 0.02 -1.21 0.00 0.08 -0.01
Paraguay -0.04 0.04 -1.20 0.01 0.02 0.32 -0.11 0.07 -1.68
Peru -0.04 0.04 -0.98 -0.08 0.05 -1.58 0.09 0.08 1.10

Uruguay -0.12  0.06 -2.18 -0.16 0.08 -1.94 -0.05 0.11 -0.41
Venezuela -0.02 0.04 -0.54 -0.11 0.05 -2.14 -0.15 0.11 -1.30

Source: Own elaboration.
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Table 7

SPEED OF ADJUSTMENT COEFFICIENTS (INDIVIDUAL AND PANEL)
ESTIMATED THROUGH THE PMG ESTIMATOR OF IM, PESARAN AND
SHIN (1999) RELATIVE TO REGION’S AVERAGE

Total sample First period Second period
N Std. N Std. N Std.
9[ error Z 9: error Z 9: error

Argentina -0.12  0.05 -2.30 -0.12 -2.30 -0.06 0.11 -0.54
Bolivia -0.07 0.02 -2.96 -0.07 -2.96 -0.38 0.15 -2.57
Brazil -0.05 0.02 -292 -0.06 -2.92 -0.45 0.17 -2.71
Chile -0.01 0.03 -0.18 -0.01 -0.18 -0.12 0.03 -4.71
Colombia -0.07 0.04 -1.73 -0.07 -1.73 -0.16 0.13 -1.24
Costa Rica -0.30 0.07 -4.52 -0.30 -4.52 -0.04 0.09 -0.44
Ecuador -0.08 0.06 -1.74 -0.08 -1.74 -0.21 0.15 -1.43
El Salvador -0.03 0.03 -0.91 -0.03 -0.91 -0.20 0.06 -3.14
Guatemala -0.05 0.04 -1.24 -0.05 -1.24 -0.32 0.12 -2.70
Honduras -0.11  0.06 -2.37 -0.11 -2.37 -0.29 0.10 -2.99
Mexico -0.09 0.04 -2.02 -0.09 -2.02 -0.30 0.17 -1.72
Nicaragua -0.01 0.03 -0.26 -0.01 -0.26 -0.43 0.08 -5.45
Panama -0.02 0.02 -0.66 -0.02 -0.66 0.10 0.08 1.23
Paraguay -0.08 0.04 -2.06 -0.08 -2.06 -0.19 0.07 -2.71
Peru -0.05 0.04 -1.30 -0.05 -1.30 0.08 0.08 1.05
Uruguay -0.08 0.04 -1.90 -0.08 -1.90 -0.07 0.11 -0.66
Venezuela 0.00 0.03 -0.02 0.00 -0.02 -0.11 0.12 -0.87
U;g;‘i -0.02  0.03 -0.93 -0.02 -0.93 -0.04 0.09 -0.41
Source: Own elaboration.
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Tables 6 and 7 show adjustment speed coefficients estimat-
ed through the PMG estimator, taking GDP per capita of the
USAand aregion’s average as leading economy, respectively.

As can be seen in the tables above, most of the adjustment
speed coefficients estimated for the whole period and for the
subperiods considered are negative. This tends to corrobo-
rate the presence of a long-run steady-state relation between
the variables analyzed, despite the fact that some individual
adjustment coefficients were not significant.

Thus, through the PMG estimator we find evidence of Latin
American convergence toward the USA only for the second sub-
period, between 1990 and 2010. On the other hand, through
the same estimators we find evidence of convergence toward
aregion’saverage onlyfor the total sample;yet, paradoxically,
we do not find evidence of convergence toward this indicator
when the analysis is carried out by subperiods.

5. CONCLUSIONS

In this paper, we review the convergence hypothesis for indi-
vidual Latin American countries relative to two references
considered as leading economies, GDP per capita of the USAand
aregion’saverage. In order to prove the convergence hypoth-
esis in Latin American countries relative to the leading econ-
omy, we employrestricted and unrestricted versions of the test
for the whole period analyzed, 1951-2010, and for two subpe-
riods: the first from 1951 to 1990 and the second from 1990 to
2010. The aim of this was to identify, for the total sample and
the subperiods, whether there was a process of convergence
toward the leading economy before and after the process of
tradeliberalization registered in most countries of the region.

Withrespecttotheunrestricted version of the test, MW (1999)
and Pesaran (2007) tests carried out with and without trend
show that for the total sample and the first subperiod it is not
possible to reject the unit root null hypothesis for any case in
the panel considered when GDP per capita of the USAisassumed
as leading economy. Meanwhile, for the second subperiod in
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some cases MW and Pesaran tests reject the unit root hypoth-
esis, in this way giving some indications of stationarity in the
difference of GDP per capita of each Latin American country
relative to that of the USA and, therefore, of convergence be-
tween both indicators for the period of trade liberalization.
In addition, MW and Pesaran tests applied to the restricted
version of the test taking average GDP per capita of the region
asleading economy, provide a similar result for both the total
sample and for the first subperiod given that it is not possible
to reject the unit root null hypothesis of this variable for any
casein the panel. And for the second subperiod, both the MW
testand that of Pesaran, in some cases, allow for rejecting the
unit root hypothesis. These results suggest the presence of
some indications of stationarity in the difference between GDP
per capita of each Latin American countryand the indicators
considered as leading economies and, therefore, of convergence
toward both indicators for the second subperiod (1990-2010).

The panel cointegration tests employed for proving cointe-
gration between GDP per capita of Latin American countries
and indicators for the leading economy show evidence of coin-
tegration across such variables in both cases only for the sec-
ond subperiod.

Finally, the results found through PMG, MG and DFE esti-
mators applied to the unrestricted version of the test showed
that when GDP per capita of the USA is considered as leading
economy, the convergence hypothesisis only fulfilled during
the second subperiod, which is in line with the results of the
restricted testapplied to the same indicator. Nonetheless, the
estimations carried out totest f convergence takingaregion’s
average as leading economy revealed that the PMG estimator
of f had avalue very close to one only for the total sample, as
well as the fact that it is not possible to reject the null hypoth-
esis that this parameter is equal to one. Estimations for this
indicator therefore suggest a process of convergence toward
the regional average.

However, these results are not consistent with those found
with the restricted version of the test. In general, theyare very
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consistent with those obtained in the works of Rodriguezetal.
(2012), Martin-Mayoral (2010) and Barrientos (2007).

Thus, we have found conclusive evidence for the convergence
of Latin American countries toward the USA with both tests,
restricted and unrestricted, only for the second subperiod,
where trade liberalization and globalization appear to have
had a positive impact. Itis important to point out that despite
the fact that this empiric evidence provides some support to
the version of absolute convergence for countries of the region
toward the leading economy of the USA, for the second period
of the sample we cannot say there is evidence of absolute con-
vergence given thatitis necessary to prove thatintercept a, of
Equation 7, homogenous and heterogeneous, as the case may
be,isequalto 0, whichasfaraswe knowisnot possible with the
econometric methodology employed here. We therefore con-
fine ourselves to reporting that we found evidence of conver-
gence toward the USAin the second period analyzed.

We also find mixed evidence of convergence toward a re-
gion’s average for the total sample and for the second subpe-
riod, given thatin this case the restricted version tests suggest
the presence of convergence in the second subperiod, while
the PMG estimator denotes evidence of convergence only for
the sample. We therefore believe more researchisrequired in
thisarea using different techniques-linear or non-linear-that
help to explain the reasons behind such results.
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1.INTRODUCTION

ne of the issues that took center stage in the interna-
O tional debate on the lessons of the global financial crisis

of 2008-2009 is that of managing procyclicality of the
financial system. Procyclicality of the financial systemis defined
asthe amplification of the cyclical fluctuations of the economy
by financial sector activities, most notably bank lending (see,
forexample, Bernanke etal., 1995; Borioatal., 2001; GerSland
Jakubik, 2006). This behavior can have particularly serious
implications in an economic downturn as it can considerably
prolongand deepen the recession viaafeedback effect on the
economy.

Countercyclical policy tools have recently been utilized by
central banks to mitigate the negative effects of procyclicality
of the banking sector. The proximate objective of a counter-
cyclical capital requirementis to encourage banks to build up
buffers in good times that can be drawn down in bad times.
Buffers in this context comprise Tier 1 capital in excess of the
prudential minimum, so thatadditional capitalisavailable to
absorb losses in the event of a boom-and-bust financial cycle.
One of the main issues involved in the policy design process is
the choice of conditioning variables that can guide the buildup
of the buffer during the periods of expansion. Of equalsignifi-
canceistheidentification of variables which point toreleasing
the capital buffer at the beginning of the bust stage.

This paper examines a range of potential early warning
indicators or conditioning variables which may be used by
policymakers for setting appropriate time-varying capital re-
quirements to address banking sector procyclicality. Specifi-
cally, one aim of this study is to assess the ability of specific
macroeconomic and commercial bank-level (conditioning)
variables, similar to those explored in Drehman etal. (2011),in
reflecting risk buildup in the banking system in Jamaica. The
keyfinding from Drehman etal. (2011) is that the ratio of cred-
it-to-GDP and its long-term trend (the credit-to-GDP gap) per-
forms bestasanindicator for the build-up phase of afinancial
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boom-and-bust cycle. The authors exclude public sector debt
asitstendencyto be counter-cyclicalreduced the performance
of credit related variables in their sample.

InJamaica’s case, the fact thatits banking sector has histor-
ically operated within an environment of strong fiscal domi-
nance, whichled to public sector crowding out of private sector
credit, the role of sovereign risk build-up could be important
in designing domestic countercyclical buffers. That is, pub-
lic sector credit and public sector debt holdings could rise in
booms and slowdown in the downswing. Fiscal dominance has
been manifested insustained highinterest ratesin the context
of persistent budget deficits. For last two decades, Jamaica has
been caughtin avicious cycle of very low private sector credit
and unsustainable public sector debt dynamics. Consistent
with the running of persistent budget deficits, along with the
price incentive of ahigh sovereign risk premium, the growing
stock of publicsector debt has been supported by the oversup-
ply of financing by the banking sector. Over this period, the
stock of publicsector debt (private sector credit) hasremained
high (low) by international standards at above 100% of GDP
(ataround 20% to 30% of GDP). Hence, an important innova-
tion of this study is to include indicators capturing the level
of public sector credit and investments in public sector bonds
by commercial banks as candidate conditioning variables to
explore the role of sovereign risk build-up in designing coun-
tercyclical buffers.

Similarto the cyclical experience with private sector credit,
sovereign risk is likely underestimated by the banking sector
in credit cycle upturns and overestimated in downturns. In
an upturn, normally associated with higher public revenues,
banks would rapidly expand holdings of public sector credit
and bonds, contributing to overpriced publicsector bondsand
lending spreads along with inadequate bank capital buffers.
In the downswing, when sovereign risk increases as public
revenues decline, the opposite would tend to occur as banks
become overly risk averse. In the context of this paper, the
positive correlation between the financial cycle upturn and
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the accumulation of public sector credit and debt holdings is
expected tobestrongerin countries such as Jamaicawhich has
historically exhibited high sovereign risk premium relative to
the private sector interest rates (that is, crowding out).

Against this backdrop, the set of conditioning variables
considered in the paper have been tailored to the Jamaican
historical environment of strong fiscal dominance and high
levels of sovereign debt, in addition to the typical private sec-
tor credit variables. These variables are evaluated using both
signal extraction and receiver operating characteristics (ROC)
methodsto determine how effective their deviations fromlong-
term trends (gaps) were in signaling buffer accumulationand
release phasesaround financial crisis episodes. The main con-
clusion derived from the analysisis that the credit (publicand
private)-to real GDP gap, investment (in public sector bonds)-
to-real GDP gap, private sector credit-to-real GDP gap and public
sector credit-to-real GDP gap, allindicate significant signaling
value for theaccumulation phase. Inaddition, non-performing
loan growth gap and provision for loan loss growth gap reveal
significant predictive power for the release phase. However,
similar to the finding of Drehman et al. (2011), the overall re-
sults of this study do not support the use of any fail-safe con-
ditioning variables to guide policy. Rather, the combination
ofaset of conditioning variables and judgmentis advisable in
designing a policy framework for dampening procyclicality.

The paper is organized as follows. In the next section, the
datausedintheanalysisisdefined.Sections 3and 4 compares
the performance of different conditioning variables around
crisis episodes by using the signalsapproachand describesthe
evaluation of these variables using ROC curve analysis, respec-
tively. Section 5 presents the empirical results from the signal
extraction method and the ROC curve analysis. The final sec-
tion concludes and provides some policy implications.

288 Monetaria, July-December, 2014



2. DATADESCRIPTION, INDICATOR MEASUREMENT
AND THRESHOLD CHOICE

The period forassessment of the historical performance of con-
ditioning (indicator) variables for application of a countercycli-
cal capital bufferto Jamaica’s commercial banking sector covers
1990 to 2012. The data set, which was provided by the Central
Bank, wasunavailable priorto 1990. In the context of this paper,
a crisis episode is defined as the occurrence of a threat to over-
all stability of banking system characterized by: 1)significant
NPLs, consistent with the effects of procyclicality in the down
cycle;and 2)illiquidity, requiring emergencylendingassistance
(ELA) by the Central Bank, consistent with financial instability.
The datasetissuitablylongasit covers periods of extensive bank
vulnerability as well as credit upswing periods'. There are two
banking crisis episodesidentified within the sample period. Ac-
cordingly, the conditioning variables are juxtaposed against a
banking crisisindicatorvariable to assess theirsignaling ability.

The first crisis episode spans the six-quarter period Septem-
ber 1997 to December 1998, which began with successive runs
on two commercial banks affiliated with life insurance com-
panies in December 1996 and February 1997. Due to the close
relationship between insurance companies and commercial
banks, liquidityand insolvency problems that originated in the
insurance sector spread to the banking sector. Severe liquidity
shortfalls resulted in the Central Bank providing ELA to four
commercial banks. In addition, the Government of Jamaica
(GOJ) established the Financial Sector Adjustment Company
(Finsac) in January 1997 to resolve the serious problems faced
by the financial sector. During 1997, the nonperforming loan
(NPL) ratio for the commercial bank sector doubled to 28.9%

Similar studies in the literature, which involve the ranking of indi-
cators, have also been constrained in coverage of banking crises.
For example, Giese etal. (2012) assess indicators in the UK context
using data covering three past episodes of banking system distress.
The authors aptly note, however, that their rankings should be
treated with appropriate caution.
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by the end of the year. The increase in the NPL ratio followed
on above-normal expansion in private sector credit growth
0f68.9% in 1993 which subsequently slowed to 25.3% by 1996
and -33.51n 1997. By end-1998, Finsac had intervened in the
operations of most of the domestic commercial banks, over
half of the life insurance companies as well as a few merchant
banks and building societies.

The second crisis episode began in the September 2008
quarter and also spans six quarters. In October 2008, as adi-
rect consequence a slowdown in lending as well as economic
activity triggered by the global financial turmoil and to pre-
serve overall financial stability, the Central Bank offered an
emergencytemporarylending facilityin United States dollars
to domestic financial institutions. This facility was primar-
ily intended to provide liquidity to these institutions due to
contagion which resulted in a dysfunctional interbank money
marketaswellaslarge margin callsand cancelled repurchase
agreements on GOJ global bonds held with overseas institu-
tions. The stated objectives of the temporarylending facility
were to a)alleviate significant short-term US dollar liquidity
needs of domestic financial institutions, )stabilize GOJ glob-
al bond prices which had sharply declined, and ¢) minimize
volatility pressures in the domestic foreign exchange market.
In addition, the Central bank established a special interme-
diation facility in the final quarter of 2008 to facilitate the
flow of credit among local financial institutions. This facil-
ity gave extraordinary access to domestic liquidity to depos-
it-taking institutions (DTIs) with the appropriate collateral,
using funds placed at the Central Bank by DTIs with surplus
liquidity for on-lending to the borrowing institutions.

During this period of system-wide stress, Jamaica’s economy
was severely impacted by the global financial turmoil. Real
GDP declined by 1.6% for FY2008,/2009, with economic con-
ditions deteriorating sharply in the second half of the year.
Bauxite and alumina production and exports fell by about
60%, while remittances —a traditional source of balance of
payments support-declined by 33%. The value of the Jamaica
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dollar vis-a-vis the US dollar depreciated by 10% in the De-
cember 2008 quarter compared to 1% average depreciation
for the first three quarters of 2008. In addition, similar to
other developing countries, the external credit market was
closed to Jamaica. This damaged investor confidence, espe-
cially with regard to the fiscal and debt dynamics and their
sustainability. Notably, growth in NPLs for DTIs was also ad-
versely impacted by the international economic slowdown,
rising by over 40% over the crisis period. During the first quar-
ter of 2010, the domestic financial environment returned to
relative stability, which was underpinned by the signing of a
27-month stand-by arrangement with the IMF in that quarter.

Regarding the construction of the conditional variables,
similarto Borio and Lowe (2002) and Drehmann etal. (2011),
this paperis concerned with cumulative processesin contrast
to levels or growth rates. Specifically, the focus is on the
deviation of variables from their respective long-term trends,
above explicit thresholds. Trends are determined using only
ex ante information and are measured as deviations from
one-sided Hodrick-Prescottfilters, calculated recursively up
totime ¢. The respective gaps are computed as the difference
between the values of the variable and its trend at ¢. Consistent
with Hodrick and Prescott (1991), to capture the cumulative
buildup of imbalances, the smoothing parameter lamda
() is set to 1,600 for each of the quarterly data series used.
However, this choice of A is notable different from previous
advanced economy studies which find thatsetting A equalto
400,000 (whichis associated with less frequent crisis episodes
compared to business cycles) yields better results in picking
up the time trends of conditioning variables.

For robustness, multiple horizons are considered for the
accumulation phase. Specifically, crisis signals from indi-
cators are judged to be correct if a crisis occurs at the end of
one-year-ahead and three-month-ahead horizons. Signals
from indicators of the release phase can only occur withina
shorter horizon as release of the capital buffer should occur
contemporaneously with the period of distress.
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A range of thresholds are considered for each indicator.
The choice of the ideal threshold involves a trade-off between
the cost of missinga crisis (type 1 error) and the cost of calling
a crisis which turns out to be false (type 2 error). Minimizing
the noise-to-signal threshold has been the popular method of
finding optimal thresholds in past studies (pioneered by Ka-
minsky and Reinhart, 1999). However, this method of signal
extraction may not be ideal as highlighted by Demirguic-Kunt
and Detragiache (1998), given the incentives for regulators
to overweight the risk of type 1 errors. Borio and Lowe (2002)
and Borio and Drehmann (2009) offer the simple alternative
of minimizing the noise-to-signal ratio with the proviso that at
least two-thirds of the crises are correctly predicted.

This paperrelies onamore precise method of balancing the
cost-benefit trade-off of choosingindicator thresholds through
the construction of a correct classification frontier (CCF) or re-
ceiver operating characteristics (ROC) curve (see Jordaand Tay-
lor, 2011; Berge and Jorda, 2011, and Drehmann etal., 2011).In
particular, Berge and Jorda (2011) discuss the use of ROC curve
analysis to evaluate the historical predictive ability of indica-
tor variables when the utility trade-offs across outcomes are
unknown. Jorda (2011) describes the chronology of indicator
variables as potentiallyembodying the latent state of the finan-
cial cycle. Observable financial conditionsvariables are gener-
ated byamixture of distribution with each state (non-crisisand
crisis) determined by the indicator chronology. Comparisons
of the empirical distributions obtained by sorting the indica-
tor and financial conditions variables by state will determine
the information content of each indicator chronology. Berge
and Jorda (2011) present two non-parametric statistics which
can be used to gauge correct classification, the Kolmogorov-
Smirnov (KS) statistic and Wilcoxon-Mann-Whitney (WMW)
rank statistic (see Kolmorgorov, 1933; Smirnov, 1939; Mann
and Whitney, 1947; Wilcoxon, 1945).
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3. BEHAVIOR OF CONDITIONING VARIABLES AROUND
DOMESTIC CRISIS EPISODES

The potential conditioning variables are measured based on
deviations of variables from their trends to reflect their under-
lying cyclicality. As discussed above, all gaps are calculated as
differences from a one-sided Hodrick-Prescott filter. Hence,
the trend considers only historical information up to time ¢ for
eachvariable and excludes the future path of the given variable.

Asdiscussed in Drehmann et al. (2010, 2011), the variables
canbe classified into three categories: the macroeconomy, bank-
ing sector activity and funding costs. The variables evaluated in
this paperare similar to those in Drehmann etal. (2010, 2011).
However, this paperalso considers the relative behavior of cred-
it to the public sector as well as investment in public sector securities
given the dominant role of the public sector in the economy
throughout the sample period.

The variables that relate to the macroeconomy include:
credit (private and public)-to-real GDP, real credit growth, real
investment growth, credit plus investment-to-real GDP, credit
plus investment growth, investment to real GDP, private sec-
tor credit-to-real GDP and public sector credit-to-real GDP**.
Other macroeconomic series evaluated are inflation, real GDP
growth, real M2] growth and JSE Index growth. These variables
aretypicallyused asleading credit cycle indicatorsas theytend
to display strong growth preceding systemic financial down-
turns. As shown in Figure 1, credit-to-real GDP, private sector
credit-to-real GDP, public sector credit-to-real GDP and credit
plus investment-to-real GDP, all rise leading up to a crisis epi-
sode, indicating their usefulness for signaling the accumula-
tion phase. In contrast, real GDP growth declines significantly
before a crisis, suggesting that it may be a useful variable for
the release phase.

* Real eprisused asthe normalizing variable given the unavailability
of a long enough official series for nominal Gpp.

Growth variables are calculated as the four-quarter change (in
percent).
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Figure la
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Figure 1b

BEHAVIOR OF CONDITIONING VARIABLES AROUND CRISES!

(Percentage)
REAL GDP GROWTH GAP REAL M2] GROWTH GAP
817 80
4 40
O_
0
-4 4
Y -40
12 e 80 e

1990 1995 2000 2005 2010

JSE GROWTH GAP
2007

100
04
-100 |

1
1990 1995 2000 2005 2010

PROVISION FOR LOAN LOSS GROWTH GAP
300

200
100
0
-100

=200 e
1990 1995 2000 2005 2010

RETAINED EARNINGS GROWTH GAP
3,000

2,000
1,000
0

1,000 e e
1990 1995 2000 2005 2010

1990 1995 2000 2005 2010

NPLS GROWTH GAP
300

200
100

-100

-200
1990 1995 2000 2005 2010

PRE-TAX PROFIT GROWTH GAP
4,000
2,000
0
-2,000

4,000 4 e
1990 1995 2000 2005 2010

REAL AVERAGE INTERBANK RATE GAP
40

60 e
1990 1995 2000 2005 2010

REAL AVERAGE TIME DEPOSIT RATE GAP

40

60 e

1990 1995 2000 2005 2010

! Areas shaded in gray denote crisis episodes.

R. B. Langrin, L. McFarlane

295



The bankingsectorvariables evaluated are growthin NPLs,
provision for loan loss growth, pre-tax profits growth and re-
tained earnings growth. Changesin the two former variables
appear to be fairly coincident with the financial cycle. Growth
in provision ofloanloss, in particular, seems tobeagood can-
didate for the release phase. Pre-tax profits growth and re-
tained earnings growth exhibit weak performance for both
the accumulation and release phases, especially for the sec-
ond crisis episode. Finally, real monthly average (mid-point)
interbank and real weighted average time deposit rates are
the funding cost variables evaluated. Signals from these mea-
sures appear relatively noisy and do not perform well around
the crisis episodes.

4. EVALUATION OF INDICATORS AND THRESHOLDS
USING ROC CURVE ANALYSIS

Let S, €{0,1} denote an observed financial conditions vari-
able, with 1 indicating that ¢ is a crisis period (quarter), and
9., be anindicator variable at time ¢-A for 2=0,1,2...H. Also
let S,(h)=1(y,, >¢,) denoteaprobability prediction about
S, where the ](.) indicator function equals 1 if true and ¢,
denotes the threshold related to the A-period ahead predic-
tion. Assuming 4=0, define the following conditional prob-
abilities:

B TP(e)=P[y =clS =]

Bl FP(c)=P[y 2clS =0].

where TP(c) is the true positive, sensitivity or recall rate and
FP(c)is the false positive, 1-specificity rate or type 1 error.
The relationship between TP(c) and FP(c) describes the ROC
curve. The threshold or cut-off value provides the decision
rule to divide the conditioning variable according to the cri-
sis states (see Table 1).
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The ROC curve plots the combinations {TP(C),FP(C)} for
ce{-w,00} . When ¢— w0, TP(c)=FP(c)=0 and, alternatively,
when ¢ — —o0,TP(¢)=FP(c)=1. The ROC curve may be repre-
sented with the Cartesian convention {ROC(T),V}LO , where
ROC(r)=TP(c) and r=FP(c) .If y, is uninformative regard-
ingthe crisis period, TP(c¢) = FP(c¢)V¢ and theROC curve would
be the 45°linein [0, 1]%[0, 1] space. Conversely, if y, is perfect-
ly informative, then the ROC curve would hug the north-east
cornerin [0, 1]x[0, 1].

Table 1
RESULTS FROM DECISION RULE
Observed
Crisis No crisis

True positive False Positive

Above threshold prediction prediction
L (sensitivity) (1-specificity)
Decision
False negative True negative
Below threshold prediction prediction
(1-sensitivity) (specificity)

As an alternative to the noise-to-signal approach for indi-
cator evaluation, consider the expected utility given the cost-
benefit trade-off of each type of error given by:

B U(r)=U,,ROC(r)n +U,, (1~ ROC(r))z +U,yr(1-7).
Uy (1-7)(1-7)

where Uy is the utility associated with the prediction i given
that the true stateis j, i,j€ {0,1} and 7 is the unconditional
probability of observinga crisis episode overaspecific horizon.
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Maximization of [3] indicates that the optimum, ¢* can be
obtained by solving:

B dROC _ Uy ~Uy, (1-7)
dr u,-U,

’

which is the point where the slope of the ROC curve equals the
expected marginal rate of substitution between net utility of
accurate crisis and non-crisis prediction.

In addition, the slope of the ROC curve is the likelihood ra-
tio of probability density function (pdf), given by 6, for the sub-
sample of y, (yf) for which §=1 and the pdf for the sub-sample
of y, (yt”‘) for which § =0 given by ¢, so that:

aroc _9(©7'(1-7))

g dr 6@ (1-1))

where @isthe cumulative pdfassociated with 6. Furthermore,
the (KS) statistic is used to determine the optimal operating
point (¢*) by the maximization of the distance between TP(c)
and FP(c), under the assumptions U; =1, U; =—l and 7=0.5
(see Figure 2).

The measure of overall classification ability is the area un-
der the ROC (AUROC) curve:

1
[ AUROC=[ROC(r)dr; AUROCE[05,1],
0

which may be computed as the rank-sum statistic:

B AUROC- ZZ{( )+ @}

L )

where / () isthe indicator function that equals 1 when the ar-
gument is true and 0 otherwise, n,and n, are the number of
observationsin 5" and y/, respectively, and the latter term in
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Figure 2
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7isused to correct tied ranks (see Jordaand Taylor, 2010). The
AUROCisaWMW rank statistic whichis equal to 1in the case of
aperfect classifier and 0.5 (450 line) for a completely uninfor-
mative classifier. In addition, under standard regularity con-
ditions (see Hsieh and Turnbull, 1996):

8| \/Z(m—o.E;)iN(o,a?)

1
1 |AUROC(1-AUROC)+(n, ~1)(¢,~ AUROC? )+ &
% | +(n, ~1)(¢, - AUROC?)
where ¢ = JUROC /(2-AUROC)

and ¢, =24UROC? / (1+ AUROC).
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5. EMPIRICAL RESULTS

Before conducting the ROC curve assessment, the signal ex-
traction method was employed to assess the performance of
potential conditioning variables over different thresholdsand
horizons. Specifically, the values of thresholds to be examined
for eachindicator were based on visualassessments of the data
vis-a-vis the crisis periods (see Figure 1). Signals, S(y,_,), can
either take on the value of 0 or 1 depending on whether y, ,

is below or above the threshold value, c,. Asignal of 1 (0) was
judged to be correct only if a crisis (no crisis) occurred at the
end of the prediction horizon®*. One-year-ahead, three-months-
aheadandzero-year-ahead prediction horizonswere examined.
Notably, these horizons, particularly the latter two, would give
the Central Bank arelativelyshortlead time toimplement cap-
ital buffers. Longer horizons of two and three years were also
examined, butwithinferiorresults. This shortcoming of rela-
tively high volatility in the indicator series may be a feature of
small developing economies.

As discussed earlier, given that the preferences of regula-
tors are not observed, the best threshold is determined when
using the signals extraction method by minimizing the noise-
to-signal ratios conditional on at least two-thirds of the crises
being correctly predicted (see Borio and Drehmann, 2009).
As depicted in Table 2, bold fonts are used in the columns la-
beled Predicted toindicate threshold values thatare consistent
with a condition of a crisis prediction rate of at least 66%. In
addition, bold fonts and shaded cells in columns labeled N /S
indicate the lowest noise-to-signal ratio for threshold values
that satisfy the condition.

Forthe one-year-ahead horizon, private sector credit-to-real
GDP gap atthe 20% threshold value, achieved the lowest noise-
to-signal ratio of 22% as well as the highest percent of correct

This is a more conservative definition compared to Borio and
Lowe (2002) and Drehmann et al (2010, 2011) where signals of
1 (0) are judged to be correct if a crisis (no crisis) occurred at
any time within the prediction horizon.
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predictions of 81%. Thresholds of 30% and 40% for this vari-
able also achieve above two-thirds successful predictive rates,
albeit, atslight higher noise-to-signal ratios. Credit (private and
public)-to-real GDP gap is the only other variable to satisfy the
condition of a crisis prediction rate of at least 66% (75%) and
achieved anoise-to-signalratio of 29% at a 25% threshold value.

At the three-month-ahead horizon, the results are a bit dif-
ferent. Credit-to-real GDP gap still satisfies the condition of a
crisis prediction rate of at least 66%, but now at both the 25%
threshold value (with noise-to-signal ratio of 21%) and 50%
threshold value (with noise-to-signal ratio of 26%). However,
in contrast to results for the one-year-ahead horizon, private
sector credit-to-real GDP gap did not attain the minimum con-
dition for the prediction ratio.

Theresultsat contemporaneous horizonare similar to those
for the three-month-ahead horizon. Only credit-to-real GDP
gap satisfies the condition of a crisis prediction rate of at least
66% (81%). Similar to the results for the three-month-ahead
horizon, this conditionisheld at both the 25% and 50% thresh-
old values.

Table 3 presents the AUROC for each indicator over the three
horizons. Consistent with the signal extraction method dis-
cussed above, the AUROC for the HP-filtered credit-to-real GDP
gap, credit plusinvestment-to-real GDP gap, private sector cred-
it-to-real GDP gap and public sector credit-to-real GDP gap all
have significant predictive value for crisis episodes. In contrast
to the alternative method, however, is the fact that significant
predictive values for these variables are attained for all hori-
zons considered.
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Table 3

PERFORMANCE OF POTENTIAL CONDITIONING VARIABLES USING
THE AUROC CURVE FOR DIFFERENT SIGNALING HORIZONS

Conditioning variables 0 Year 3 Months 1 Year
Credit to real GDP 0.95 0.94 0.87
Real credit growth 0.53 0.50 0.54
Real investment growth 0.53 0.51 0.43
Credit and investment to real GDP 0.81 0.81 0.73
Credit and investment growth 0.47 0.45 0.41
Investment to real GDP 0.27 0.29 0.30
Private sector credit to real GDP 0.66 0.71 0.82
Public sector credit to real GDP 0.86 0.77 0.64
Non-performing loans growth 0.73 0.68 0.64
Provision for loan loss growth 0.64 0.61 0.58
Inflation 0.42 0.48 0.52
Real GDP growth 0.24 0.24 0.35
Real M2] growth 0.39 0.34 0.37
Real monthly average inter-bank rate 0.53 0.49 0.52
Real weighted average time deposit rate 0.44 0.40 0.40

Notes: AUROC curve of conditioning variables relative to crisis periods for 0-year-
ahead, three months-ahead and one year-ahead predictions.

Areas statistically different from 0.5 using the one-tailed WMW test are denoted by
bold font and shaded cell at the 99% level of significance and bold font at the 95%
level of significance.

Furthermore, credit plusinvestment-to-real GDP gap, pub-
lic sector credit-to-real GDP gap, NPLs growth gap and provi-
sion for loan loss growth gap all show significant predictive
power especially for the contemporary horizon. Notably,
theseindicatorswere notsupported as being useful under the
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conditions of the signal extraction method. Notwithstand-
ing, the more robust AUROC method provides strong support
for the twolatterindicatorvariables, in particular, to be used
aslaggingindicatorsto guide the release phase. Specifically,
asindicated by the BCBS, release of the buffer add-on should
be considered when in asituation of system-wide banking sys-
tem losses. Accordingly, NPLs growth gap and provision for
loanloss growth gap both satisfy this scenario in sufficiently
promptly signaling the timing of the release.

Basel Committee (2010) offers guidelines for countries op-
erating the countercyclical capital buffer regime. The Com-
mittee also developed aformula that offers abuffer level that
varies with the size of the deviation of the cyclical compo-
nents of conditioning variables from their long-term trends.
The formulalinksa conditioning variable to a capital adjust-
ment factor. Thisadd-on factor equals zero in bad times and
increases linearly in the conditioning variable to a set maxi-
mum level. In practice, each national authority makes its own
decision on the choice of conditioning variables and the sta-
tistical tool that splits these variablesinto their trend and cy-
clical components.

The formula for the countercyclical add-on may be
presented as:

0 ify, <L
L
D=2k  ifL<y<H
H-L
ko it H <y,

The choice oflower and upper threshold gap levels, Land H,
are critical to the speed and timing of buffer adjustment in re-
lation to the buildup of systemic risk. The Basel Committee has
established broad criteria to determine threshold gap levels as
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astarting guide to therelevantauthorities for deciding the buf-
fer add-on (BCBS, 2010):

1) Lshould be low enough, so that banks are able to build
up capitalinagradualfashion before a potential crisis. As
banks are given one year to raise additional capital, this
means that the indicator should breach the minimum at
least 2-3 years prior to a crisis,

2) Lshould be high enough, so that no additional capital
isrequired during normal times,

3) Hshould be low enough, so that the buffer would be at
its maximum prior to major banking crises.

Figure 3 illustrates how the countercyclical buffers would
have affected Jamaica’s commercial banks using the HP-fil-
tered credit-to-real GDP gap, creditand investment-to-real GDP
gap and private sector credit-to-real GDP gap as conditioning
variables (as supported by the AUROC method) over the sam-
ple period of this study. In accordance with the Basel (2010)
guidelines, the maximum bufferadd-on (Kmax) wassetat 2.5%
of risk-weighted assets. The Figure depicts that evolution of
capital add-on when 1=15% and H=50% for purely exposition
purposes. For both crisis periods, the buffer would reach the
maximum value prior to the onset of the crisis. This feature
of the conditioning variables provides justification for setting
A=16,000which is belowthe A=400,000 used for studies on ad-
vanced countries.

Whereas the build-up phase associated with these condition-
ingvariablesissufficient for the first crisis episode (twoyears),
itisshort (one quarter) in the case of the second crisis period.
Interestingly, the conditioning variablesindicate a build-up of
buffer capitalin the 2003 to 2004 period, albeit, with ashorter
duration and smaller magnitude compared to the crisis epi-
sodes. However, this period is not considered a crisis episode
given the maintenance of low NPL levelsin the banking sector
aswellasthe presence of abundant market liquidity. Notwith-
standing the absence of an official crisis, commercial banks
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Figure 3

HISTORICAL PERFORMANCE OF COUNTERCYCLICAL CAPITAL BUFFERS
FOR JAMAICA’S COMMERCIAL BANKS
(Percentage)
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Source: O. Jorda, Discussion of Anchoring Countercyclical Capital Buffers: The Role of Credit
Aggregates, Working Paper, University of California, Davis, 2011.

operated within a severely challenging macroeconomic envi-
ronment within this period triggered by the announcement
of alarge fiscal disjuncture and a downgrade in the rating of
Jamaica’s sovereign debt by Standard and Poor’s at the end of
2002. Given the deteriorated domestic financial conditions,
particularlyin the foreign exchange market, the Central Bank
instituted a Special Deposit reserve requirement for DTIs on
10 January 2003 and adjusted interest rates sharply upward
on three occasions during the first half of 2003 in order to
constrict the excess market liquidity. Hence, in the context of
the tightening in monetary policy during 2003, it can be rea-
sonablyargued that the actions of the Central Bank averted a
looming boom-bust cycle at that time of weakened sovereign
creditworthiness.
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6. CONCLUSION AND POLICY IMPLICATIONS

This paper provides support for the findings of other studies
(eg., Borio and Drehmann, 2009) that policymakers can be
guided by conditioning variables at one-year and three-month
horizonssuchas credit-to-GDP, NPLs growth and provisions for
loanloss growthin their design of countercyclical capital buf-
fers. It is acknowledged that reliance on these relatively short
horizons, which may be due to relatively high volatility in the
indicator series, would give policymakers relatively little im-
plementationlead time. Thisshortcoming maybe a feature of
small developing economies.

The novelty of this paper comes from the finding that bank-
ingsectorvariablesreflecting sovereign risk build-up (namely
thelevel of public sector creditand investments in publicsector
securities) perform successfully as conditioning variables for
Jamaica. Hence, other economies with a history of fiscal dom-
inance and public sector crowding out of private sector credit
should explore variables thatreflect sovereign risk build-up in
guiding the accumulation and release phases of a capital buf-
fer requirement for their banking sectors.

Importantly, the accurate timing of implementing a coun-
tercyclical capital buffer would be crucial, as it would have to
be established only in a clear up-cycle period. Otherwise, it
could have negative implications in terms of banks’ financial
strength, stakeholders’ perceived confidence in the sectorand
the reputation of the central bank. Against this pre-requisite,
although this paper focuses on computing the long-run trend
by the HP filter as a guide for the buffer to be consistent with
the proposed method of the BCBS, alternative statistical filters
may be applied to obtain comparative results for robustness
checks®. Nonetheless, experimenting with other statistical
detrending approaches is unlikely to dramatically improve
the performance of the indicators. Indeed, an alternative
approach such as that proposed by Gersl and Seidler (2010)

> Alternative filters include Beveridge and Nelson (1981) and
band-pass, among others.
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could be explored which relies on an out-of-sample technique
to estimate the fundamental-based equilibrium credit level
and may be more appropriate for small developing economies
such as Jamaica.

In addition, Jamaica’s macroprudential authorities will
need to build up alonger time series of data on these indica-
tors to strengthen the decision-making framework regarding
implementing countercyclical capital buffers. Then further
disaggregation of variables should be explored to refine the
efficiency of relevantinformation contained in the indicators.
For example, credit could be further broken down by institu-
tion size, currency and economic sector.

Importantly, the regulatoryapproach to mitigating procycli-
cality of the financial system should be all-inclusive, covering
all financial institutions to mitigate arbitrage opportunities.
In addition to the countercyclical buffer requirement, other
elements of the prudential framework should also be utilized.
For instance, excessive credit growth (and subsequent down-
ward shiftin credit quality) stems essentially from inadequate
risk management practices. While the central bank maybe in
thebest position toassign the capital requirements commensu-
rate tothe degree of risk taken by banks during times of credit
growth, itshould notbeleftasaholisticrule-based mechanism.
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