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Abstract

We study the monthly cyclicality of the markup distribution using tax records for Chile. We

find that markups (i) are unconditionally countercyclical; (ii) the countercyclicality is heteroge-

neous along the markups’ distribution; (iii) markups increase in response to a contractionary

monetary policy shock, and (iv) firms with higher average markups have more responsive

markups to monetary surprises. We calibrate a model of firm heterogeneity with Kimball de-

mands and show that markup heterogeneity affects inflation dynamics. We show that strategic

complementarities flatten the Phillips curve through the correlation between market shares and

pass-through from marginal costs to prices.
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1 Introduction

The study of inflation is intricately linked to price adjustment processes, often represented in models

with price rigidities through Calvo adjustment prices or menu costs. However, most of the existing

models overlook firm heterogeneity on price adjustments, primarily due to limitations in data

availability. By omitting firm heterogeneity, models potentially disregard how the firm distribution

responds to monetary policy shocks and its influence on aggregate inflation dynamics.

This paper aims to address this gap by investigating how the heterogeneity of firms, specifically

their product market power, shapes the response of aggregate inflation to monetary policy. We

delve into the cyclical nature of the markup distribution and its implications for aggregate inflation

dynamics. We assume firms set a markup over marginal cost. Leveraging on a granular database for

Chile, including prices and quantities at the firm level, we estimate markups under the production

approach.

We study markup fluctuations because they shape the New Keynesian Phillips curve, influencing

inflation dynamics. Markups, within the canonical New Keynesian (NK, henceforth) framework,

exhibit variability due to nominal rigidities and serve as a sufficient statistic for the response of

prices to marginal cost fluctuations (see Woodford, 2003 and Galı́, 2015). When a shock to marginal

costs occurs, which cannot be fully absorbed through price adjustments, markup fluctuations follow.

Typically, NK models suggest that markups are countercyclical in response to demand shocks.

This is because, in the presence of demand shocks, all prices increase, leading to a rise in marginal

costs. Consequently, firms unable to adjust prices must reduce their markup. Thus, studying the

fluctuations of markups over the business cycle and in response to demand shocks is essential

for understanding NK models and addressing the empirical fit of models with firm heterogeneity

for the study of aggregate inflation. Moreover, it offers an alternative avenue for empirically

investigating Phillips curves, both at an aggregate level and conditional on the heterogeneity of

markup fluctuations.

While there is enough evidence on the presence of price rigidities at sectoral levels (see Naka-

mura and Steinsson, 2008 among others), there is little evidence on how empirical markups fluctuate

over the business cycle and their responses to aggregate shocks at a firm-level. Exceptions to these

are the papers that study the cyclicality of markups unconditionally (see Anderson et al., 2018

and Burstein et al., 2020, among others) and in response to monetary policy shocks with quarterly

frequency data (see Chiavari et al., 2021).
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In this paper, empirically, we revisit the cyclicality of firm-level markups using administrative

microdata of the universe of formal firms in Chile. Since firms in Chile must fill out tax forms

for their purchases and income every month, we are able to estimate a firm-level markup at a

monthly frequency. To compute markups, we follow De Loecker and Warzynski (2012) using price

variation-free measures for output, as we can observe firm-level prices. We estimate production

functions of quantities instead of value added. The main advantage of using quantities produced is

that materials markups can be recovered, which is a more flexible input than labor (the other input

to retrieve markups). A more flexible production input will better identify markups as potential

frictions that might generate a wedge between the marginal product and the input price are less

likely to occur1.

We estimate monthly production functions to recover monthly markups. While most of the

literature relies on yearly–or quarterly– markups, the granularity and frequency of our dataset

allow us to estimate high-frequency markups. To ensure identification, we assume that the firm’s

intermediate input decisions are monthly (rather than yearly).

Using our production functions estimations, we study the cyclicality of the firm-level markup

and their monthly responses to monetary policy shocks, using monetary policy surprises in Chile

computed by Aruoba et al. (2021). Also, since we have the universe of firms in Chile, we study the

cyclicality of the markup distribution, which results in a granular view of markup fluctuations. We

find that markups are unconditionally countercyclical; the countercyclicality is heterogeneous along

the markups’ distribution; they increase in response to a contractionary monetary policy shock, and

these responses are highly heterogeneous in the distribution of markups. In particular, we find that

in response to a contractionary monetary policy shock, firms with large markups increase them

further relative to lower markup firms. The latter implies that production contractions increase

markup dispersion, meaning not only that there is a more inefficient allocation of resources in

recessions but that the burden of the recessions is heterogeneous across firms.

To rationalize our findings, we develop a theoretical framework relying on Champion et al.

(2023). This model consists of a continuum of heterogeneous firms that face Calvo price rigidities

and Kimball demand for their goods. As shown by Baqaee et al. (2021), Kimball demand gener-

ates heterogeneity of markups and pass-through from marginal costs to prices. Due to strategic

complementarities, firms with higher market share can charge a higher markup and, under some

1A shortcoming of papers that use COMPUSTAT, for example, is not only that they rely on big firms and do not
observe prices, but the fact that they rely on “cost of goods sold, COGS” markups, which combine materials an labor
costs, potentially biasing markups estimations.
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unrestrictive assumptions, have a lower pass-through. Combining the latter with price rigidities,

the model generates heterogeneous markup responses to monetary policy shocks, where firms with

higher markups and lower pass-through have more responsive markups.

In line with our empirical facts, we analytically show that inflation dynamics are affected by

firm’s heterogeneous market power. With heterogeneous markups, the slope of the aggregate

Phillips curve depends on the covariance between the market share and the passthrough from

marginal costs to prices. When this covariance is negative, the slope of the Phillips curve falls,

meaning the markup heterogeneity generates additional price stickiness at the aggregate level,

and hence, there are larger real effects from monetary policy. A key result is that the slope of the

Phillips curve depends on the demand superelasticity (the relationship between markups and

market power) that drives the degree of strategic complementarities in the economy. We show that

the larger this elasticity, the larger the covariance, leading to a further flattening of the Phillips

curve.

Finally, we study the implications of these facts for inflation and show the conditions in which

more market power leads to lower inflation volatility and its consequences for the business cycles

and macroeconomic policies. We highlight the role of how the demand elasticity varies with firm

size (the so-called superelasticity), governing the strength of the variable markup mechanism for

transmitting shocks.

Related literature. Previous studies have focused on the evolution of aggregate wedges, such as

labor wedges. Some examples are Galı́ et al. (2007); and most recently Bils et al. (2018), and Nekarda

and Ramey (2020). On the other hand, Hong (2017), Burstein et al. (2020), Afrouzi and Caloi (2023),

and Anderson et al. (2018), among others, study the cyclicality of markups unconditionally. Few

papers study the response of firm-level markups to monetary policy shocks. Meier and Reinelt

(2022) study the response of markup dispersion to monetary policy and motivate these differences

with heterogeneity in nominal rigidities, focusing on the real effects of this misallocation mechanism.

Chiavari et al. (2021) study the effect of monetary policy on heterogeneous markups focusing on

firm age and propose a model similar to ours. Finally, Kouvavas et al. (2021) and Höynck et al.

(2023) address a question similar to us, which is studying the response of GDP to monetary policy

shocks conditional on high and low aggregate market power. The former does it at a sectoral level

(studying sectors with high versus low markups), while the latter does it at an aggregate level over

time.
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Our contribution to this literature is, first, to show that the cyclicality of markups conditional

to shocks can be different from the unconditional cyclicality, finding that the latter is negative

conditional on monetary policy shocks even in the groups of firms (or sectors) that have zero or

positive correlation with GDP. And second, the cyclicality is heterogeneous and increases on the

markup level of the firm, which is consistent with models of strategic complementarities applied to

business cycles (e.g., Kimball (1995)).

Organization of the Paper. The structure of the paper is as follows. Section 2 discusses the

computation of our monthly firm-level markups. Section 3 studies the cyclical behavior of markups

conditional on monetary policy shocks and unconditionally. Section 4 shows the model and studies

the role of strategic complementarities for the New Keynesian Phillips curve. Section 5 studies

quantitatively how heterogeneity in markups contributes to inflation and output fluctuations.

Finally, section 6

2 Markup Computation

To correctly describe markup effects on inflation dynamics, its computation becomes crucial. Since

De Loecker and Warzynski (2012) the market power literature has been active in estimating markups

using the production approach, where there seems to be a consensus; markups have been growing

in the last decades around the world (De Loecker and Eeckhout, 2018) driven by the firms at the top

of markup distribution. The production approach markup estimation has some challenges, mainly

in the production function estimation using revenue (P ·Q) instead of output (Q) to recover the

output elasticity of a variable input. While Bond et al. (2021) argues that the latter might invalidate

production approach markup estimations using revenue, De Loecker (2021) explains the seminal

strategy in De Loecker and Warzynski (2012) accounts for prices on the production estimation

procedure by treating them as a relevant omitted variable. While De Ridder et al. (2022) argues in

favor that the production approach using revenue recovers unbiased markup changes estimates,

the markup level is often biased. Our focus is on inflation dynamics, making both markup levels

and its changes in time, relevant parameters to describe markup’s effects on inflation correctly. In

the model section, we will be explicit about why the markup level is needed to describe inflation

dynamics.
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This work does not intend to go deeper into the markup estimation discussion but to use the

best possible estimation, following the production approach, with the available data. As prices

are available in the data this work employs, the markup estimation performed is the (almost)

ideal following De Loecker and Warzynski (2012) in data requirements. This work follows their

methodology then to estimate markups.

Markup (µ) is defined as the price over the marginal cost. The cost minimization problem that

firm i faces given its technology (Qit), capital stock (Kit) and variable inputs (Vit) can be represented

by:

L(Vit,Kit, λit) =
∑
V

P V
it Vit + ritKit + λit(Q̄it −Qit(Vit,Kit))

Where the first order condition with respect to variable input V is:

∂L
∂Vit

= P V
it − λit

∂Q(.)

∂Vit
= 0

Rearranging and multiplying by Vit
Qit

:

∂Q(.)

∂Vit

Vit
Qit

=
1

λit

P V
it Vit
Qit

In a cost minimization environment, the Lagrangian multiplier is equivalent to the marginal

cost of a firm (MCit = λit), and hence µit = Pit
λit

. Therefore, by multiplying by Pit
Pit

and rearranging

the above equation, the expression for markup can be generated:

Pit

λit
=
∂Q(.)

∂Vit

Vit
Qit︸ ︷︷ ︸

θVit

PitQit

P V
it Vit︸ ︷︷ ︸
1/sVit

µit =
θVit
sVit

(1)

Markup measure relies then on two objects: the variable input share (sVit ), which is usually

available in the data, and the output elasticity of a variable input (θVit ), which needs to be estimated

and represents the critical challenge of this approach. This methodology does not require any

assumption on the production function functional form, nor on the structure of demand, or how
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firms compete.

Measures of output and inputs are available from the data, but all parameters must be estimated

using a production function estimation methodology. This work will rely on Ackerberg et al. (2015)

to guarantee the identification of parameters and perform the estimation.

Any firm i at time t will choose its production level as a function of inputs (fixed Kit, and

variables Vit), its correspondent coefficients, and a Hicksian neutral productivity (Ait). As the

observed data is subject to imperfections, the estimation procedure allows for a measurement error

of the observed output. In addition, firms are subject to unanticipated shocks to production. The

measurement error and unanticipated shocks to production are grouped in an error term; ϵit. Hence,

the observed output from the data is denoted by Yit and is defined, using lowercase variables as

logarithms, as:

yit = qit + ϵit

ϵit are assumed to be independent and identically distributed. A fundamental assumption to

reach identification is that firms do not observe ϵit when making their optimal input hiring decisions.

To form the output variable-input elasticities (θVit ), consistent estimators of the technology

parameters (β) are required. This work will rely on linear production function functional forms

assumptions2 (eg. Cobb-Douglas, Translog production functions) to recover them. Hence, the

production function is described by (lower case variables denote logarithms):

qit = f(vit, kit;β) +Ait + ϵit

We will rely on translog production functions as our benchmark. With the explained methodol-

ogy above3 is possible to estimate the output variable-input elasticity (θVit ) by assuming a production

function functional. Cobb-Douglas is the natural candidate for the production function to simplify

the estimation procedure. Nevertheless, when using Cobb-Douglas, the output elasticities are

2Following Ackerberg et al. (2015), Olley and Pakes (1992) and Levinsohn and Petrin (2003) proxy methods
3Also, note that the markup estimation is (at least) sensitive to the production function parametric assumption, pro-

duction function output variable, variable input to estimate markup, production function estimation methodology, output
and materials price controlling, time-variant versus time-invariant output variable input elasticity, and disaggregation
level of the production function estimation.
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constant within a firm in time and independent of input use intensity, which can omit relevant

information. A second-order translog production function is assumed to allow output-variable

input elasticities to be time-variant. Departing from Cobb-Douglas production functions does not

restrict the output elasticities to be independent of input use intensity. Cobb-Douglas production

functions implicitly assume that variation in technology is explained by variation in markups,

which might generate biased results.

There are two candidates to use as output variables: value added and production. Valued

added production functions are broadly used in the literature4 where its central assumption is that

materials are used in a fixed proportion (as a Leontief production function) to produce. We will

depart from value-added production functions and use quantities as the output variable.

The main advantage of using production quantities is that the markup from materials can be

recovered, which is a more flexible input than labor (the other input to retrieve markups). A more

flexible production input will better identify the markup as potential frictions that might generate

a wedge between the marginal product and the input price are less likely to occur. For example,

materials have no hiring or firing costs (or are certainly smaller than labor ones). Therefore, the

markup recovered from materials is more likely to be better identified than the one identified from

a labor variable and, hence, is the one this work will use as a benchmark.

Assuming a translog production function means that f() is supposed to be better approximated

by a second-order polynomial -all in logarithms terms - where inputs, inputs squared, and interac-

tion terms between every input are included. The logarithms assumption is critical to maintaining a

linea production function.

This methodology allows to assume (at least) value added and gross output production func-

tions, which is an advantage when data is restricted. Also, by being flexible, the methodology

allows for comparing both production functions, conditional on data availability. This work can

estimate both; a discussion on which is preferred is done in the estimation section.

Another critical assumption is that input prices vary and are serially correlated across firms.

4The most cited paper on markups estimation for the US, De Loecker et al. (2020), use valued added as its benchmark
production function.
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The latter allows lagged firms’ input choices to identify production function inputs (and their

interactions) coefficients (β).

The Hicksian-neutral productivity term from the production function (no matter its functional

form assumption) Ait follows a first-order Markov process with innovation (or shock) to productiv-

ity in time t (φit):

Ait = h(Ait−1) + φit (2)

The shock is potentially correlated with the production inputs choices at period t, which

generates an endogeneity problem as noted by Olley and Pakes (1992) and Levinsohn and Petrin

(2003). Using a control function for intermediate inputs following Levinsohn and Petrin (2003),

where the material inputs demand decision is a function of the fixed input, the variable input, and

productivity, it is possible to back up the productivity term. The material demand decision can be

represented by:

mit = gt(kit, vit, Ait)

Assuming that gt is a strictly increasing monotonic function in Ait, meaning that as productivity

increases, intermediate input demand also increases, the intermediate input demand can be inverted

to recover productivity.

Ait = g−1
it (kit, vit,mit) (3)

This work will assume as a benchmark an output-based (not valued-added) second-order

translog production function with two variable inputs (materials and labor) and a fixed input

(capital) and follow the Ackerberg et al. (2015) two-stage estimation procedure. The production

function can be described then as:

yit = Ait + βl lit + βk kit + βm mit + βlk lit kit + βlm lit mit + βmk mit kit

+ βll l
2
it + βkk k

2
it + βmm m2

it + βlkm lit kit mit + ϵit (4)
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The first stage consists of regressing the observed output on observed input and input interac-

tions to recover a measure of expected output (ϕ̂it) and an estimation for

ϵit:
yit = ϕ(vit, kit,mit) + ϵit

Where the expected output expression, using equation equation 3, is:

ϕ̂it = g−1
it (kit, vit,mit) + βl lit + βk kit + βm mit + βlk lit kit + βlm lit mit + βmk mit kit

+ βll l
2
it + βkk k

2
it + βmm m2

it + βlkm lit kit mit (5)

Relying on the law of motion of the productivity term (equation 2 ), the second stage of the

Ackerberg et al. (2015) implementation will recover production function coefficients (β). With the

assumed production function, the vector β is described by:

β = (βl, βk, βm, βlk, βlm, βmk, βll, βkk, βmm, βlkm) (6)

The first step of the second stage is to compute productivity for any values of vector β. So that

productivity for each firm can be computed as:

Ait(β) = ϕ̂it − (βl lit + βk kit + βm mit + βlk lit kit + βlm lit mit + βmk mit kit

+ βll l
2
it + βkk k

2
it + βmm m2

it + βlkm lit kit mit)

With computed productivities for each firm in every period, the second step (of the second

stage of Ackerberg et al. (2015) procedure) is to recover the innovation to productivity term, φit, by

non-parametrically regressing Ait(β) on its lag, Ait−1(β).

The third step involves building moments to get the point estimates of production function

parameters. Assuming that the innovation to productivity (φit) is orthogonal to all production

function coefficients5 is possible to form the following moments:

5The firm’s decision of capital at period t, the firm determination of variable inputs at period t− 1 and all the possible
factor interaction terms.
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E



φit(β)



lit−1

mit−1

kit

l2it−1

m2
it−1

k2it

lit−1 ·mit−1

lit−1 · kit

mit−1 · kit

lit−1 ·mit−1 · kit





= 0 (7)

Therefore, all production function parameters are recovered using the Generalized Method of

Moments, given that there will be at least the same number of moments as parameters.

Specifically, this work uses materials output variable-input elasticity to form the benchmark

markup. Hence, it is possible to consistently identify the five coefficients related to materials

in equation 4 using lagged material optimal firm choices as instruments. The latter is done by

assuming that material input prices are serially correlated over time, an assumption supported by

the data used in this work (and by the original paper that developed this methodology, De Loecker

and Warzynski, 2012).

2.1 Data used for estimation

The production function is estimated monthly (t = month). Performing the estimation at a low

frequency may be irrelevant if the firm’s technology does not change monthly. But the fact that

the data used in this work allows for monthly production function estimations at the firm level

highlights the importance of yearly input usage intensity variation (why is omitted when estimating

yearly production functions). Input usage monthly variation will generate input shares variation in

low frequency given place to monthly markup heterogeneity. Capital is almost unchanged within a

given year, while labor does change month-to-month, but it is harder to hire or lay off workers than

just stop buying and giving intermediate input; this is why this work will rely on markups from

intermediate inputs (materials).
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The firm-level monthly data is gathered from five different Chilean IRS (SII) sources. Informa-

tion on firm sales, materials, and investment comes from the VAT monthly form (Form 29) from the

SII. Data on monthly labor (headcounts) and wages come from a different SII form (DJ1887) while

data on the stock of capital comes from the income IRS form 22, which is reported yearly. Data

on the yearly stock of capital and monthly investment is used to perform a perpetual inventory

method to recover firm-level monthly capital stock. The fifth source is data from electronic tax

documents (invoices universe) that provide information on each product, including its price and

quantity, traded domestically or internationally with at least one Chilean firm participant from 2014

on. This data is used to recover price variation-free variables for output and materials.

To achieve this, we construct firm-level output and intermediate goods input price indices,

leveraging the richness of invoice-level price information available. For every formal firm in Chile,

we have records of all the goods a firm sells and all the goods it purchases as intermediate inputs.

This comprehensive data allows us to generate quantity indices for both aggregate production

and aggregate intermediate goods inputs. Price indices for output and intermediate inputs are

established using standard Tornqvist indices. We selected the year 2014 as the base year for con-

structing our price indices because it was the first year in which we observed prices for firm-to-firm

transactions. This method is widely recognized for estimating aggregate production functions at

the firm or plant level when price data is accessible (Dhyne et al. (2022) and De Roux et al. (2021)).

To maintain consistency in our approach, we compute firm-specific annual weighted average

prices (Pigt) for each product (g) sold by firm i during year t. Subsequently, we construct firm-

specific price indices (∆Pit) for products observed in consecutive years using the product-level

weighted average price and the share of the product present in both year t− 1 and year t:

∆ logPit =
∑
g

sigt + sigt−1

2
∆ log(Pigt) (8)

sigt represents the revenue share of product g for firm i at time t.

Consequently, we utilize the following output value for estimating the production function:

qit =
Revenueit

Pit
(9)

12



A similar procedure is applied to materials, ensuring that the measure for materials used in the

production function estimation is also free from price variation 6:

mit ≈
Material expenditureit

PM
it

(10)

There is an industry identifier for each firm at the 6-digit ISIC (rev. 4) level, allowing estimations

from 21 (letter ISIC rev.4 levels) productive sectors up to more than 800 (when using six-digit

sectors). The benchmark case uses only six ISIC rev.4 letter sectors.

3 Cyclical Behavior of Markups

In this section, we show some stylized facts about monthly markups. First, we show how we

classify firms into the markups distibution. Second, we show evidence on several moments of the

markups’ distribution. And finally, we study the cyclicality of markups depending on several firms’

quintile in the markup distribution and sector.

3.1 Classification of firms into quintiles

Since we are interested on the heterogeneity in the markup cyclicality, we first classify firms in

the distribution of markups. We follow the ideas by AKM in which they in the context of labor

income, classify firms and workers into quintiles by estimating a fixed effect regression. To do so,

we estimate the following reggression:

logMit = αi + ψj + δt + c+ ϵit

where αi is a firm fixed-effect, ψj is a sector fixed effect and δt is a month fixed effect. We are

interested in αi which is a measure of permanent markup, it is the markup around which the firm

fluctuates over the period we analyze. Figure (1) shows the distribution of markups fixed-effects.

3.2 Unconditional Cyclicality

Now we study the cyclicality of our monthly markups and the moments of the distribution. Figure

2 shows the detrended and deseasonalized median markup along with industrial production. At

6We have set the base year as 2014, when price data will be available for both input and output prices.
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FIGURE 1: Distribution of markup fixed effects
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first glance, there is a negative correlation between the detrended median markup and the cycle,

with some periods where this decouples. 2020 is striking with a significant increase at the time of

the start of the COVID pandemic associated with a strong recession. The coefficient of correlation

between these two variables is -0.52.

FIGURE 2: Median markup in the business cycle

Notes: . Source: Own elaboration, Internal Revenue Service, Chile.

In Figure 3 we show the evolution of the markups’ distribution over time. We show the median,

the standard deviation, and the tenth and 90th percentiles. Since we are interested in the response

of the distribution of markups, it is worth showing the evolution of some aggregates. Apart from
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having mild countercyclicality in the median, we observe that not only the median fluctuates

but also the standard deviation. We observe that the standard deviation is countercyclical and

represented by the stronger cyclicality of the 90th percentile than the tenth. In fact, the coefficient

of correlation between industrial production and the standard deviation is -0.53; for the tenth

percentile, it is -0.12, and for the 90th percentile, it is -0.57.

FIGURE 3: Moments of the markups’ distribution
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Hence, at an aggregate level, markups are countercyclical, and the distribution becomes more

dispersed in recessions. This is similar to the findings by Meier and Reinelt (2020), who show that

in response to monetary policy shocks, there is a rise in the dispersion of markups, leading to the

misallocation of resources over the business cycle.

Panel Regressions. Although the previous results are interesting, they could be affected by

aggregation bias and other problems that arise from aggregation. To tackle that, we take advantage

of the panel structure of our data and run panel regressions of industrial production growth on firm-

level markup growth to account for individual level and time effects and exploit the heterogeneity

more explicitly. Hence, we run the following regression.

∆ logMit = αi + αm + β∆ log Yt + Γ′Xt + ϵt, (11)

where αi and αm are firm and month fixed effects; ∆ log Yt is monthly industrial production growth

(deseasonalized); and Xt are macroeconomic controls, in particular, inflation and exchange rate

15



changes (to account for other sources of variability of the markup). Hence, we are interested in the

parameter β. Table 1 shows the results of two specifications, with and without firm fixed effects.

Thus, we find that unconditionally, our monthly markups are statistically significantly countercyclical;

this means that in downturns, the markup increases. There are two main interpretations of this

result. First, that in downturns, there is a cleansing effect that destroys firms that have, on average,

a low markup, thus increasing markups on average (as in Baqaee and Farhi (2020)). A second one

is that in the presence of nominal rigidities, some shocks (like demand shocks) that generate a

contraction in the economy increase markups (as in the simple New Keynesian model). The reason

is that with price rigidities, the adjustment does not go through prices, but through the margin the

firm gets.

TABLE 1: Cyclicality of firm-level markups

Dep. var: ∆ logMit

∆ log Yt -0.058*** -0.058***
(0.013) (0.013)

πt -0.01 -0.01
(0.08) (0.08)

∆ log et 0.07*** 0.07***
(0.01) (0.01)

Month FE Yes Yes
Firm FE Yes No
N 7116398 7116398
Adjusted R2 0.001 0.001
Standard errors in parentheses
* p < 0.05, ** p < 0.01, *** p < 0.001

The first interpretation we exposed above can be tackled by separating the sample into markup

sizes. To do so, we take advantage of the classification we described above and run the following

regression.

∆ logMit = αi + αm + Γ′Xt +

5∑
q=1

βqDq∆ log Yt + ϵt (12)

where we allow the cyclicality βq to vary depending on the quintile of the permanent markup.

Therefore, if there is a somewhat cleansing effect, the markup of the lowest quintiles must not be
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higly countercyclical.

Table 2 shows the results of estimating Equation (12). We find several results that are interesting

for us. First, the markups in all quintiles of the markups distribution are countercyclical. The

markups in all the quintiles are significantly countercyclical, except for those in the third quintile.

With this result, we claim that the cyclicality may not be due to the cleansing effect since the

countercyclicality is present in all quintiles. the second, and most important result for us is the

heterogeneity in the cyclicality. We find that the cyclicality is highly heterogeneous, and for out

unconditional cyclicality looks like an inverted “U”. Most importantly, we find that the fight quintile

(firms with the highest markups) have the most countercyclical markups.

TABLE 2: Cyclicality of markups by quintile

Dep. var: ∆ logMit

Q1 Q2 Q3 Q4 Q5

∆ log Yt -0.09*** -0.07*** -0.02 -0.04** -0.13***
(0.016) (0.015) (0.015) (0.015) (0.015)

N 7103390
Adjusted R2 -0.014
* p < 0.05, ** p < 0.01, *** p < 0.001

All these results point towards the existence of significant price rigidities and very dynamic

adjustments the firms face. However, in order to confirm our hypothesis that markups are coun-

tercyclical due to nominal rigidities and that they are highly heterogeneous, we must evaluate the

responses of these markups to identified demand shocks, which we do in the next subsection.

3.3 Markups’ Response to Monetary Policy Shocks

This subsection studies the conditional cyclicality of our monthly markups based on the monetary

policy surprises (MPS). Aruoba et al., 2021 conducted a comparative analysis of monetary policy

surprises in Chile obtained from surveys as well as swaps on monetary policy rates and found

that Bloomberg survey is the most suitable source for deriving MPS. Figure 4 shows the 24 MPS

observed between 2005 and 2020. In their paper, they show that these surprises behave like a

theoretical monetary policy shock: output and the CPI drop.
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FIGURE 4: Monetary Surprises εt

We investigate the dynamic effects of monetary policy surprises on changes in firm-level

markups. We utilize a panel local projection (Jorda, 2005) methodology to do this. Doing so requires

regressing a firm-level markup variable on the monetary policy surprise and controls. In particular,

for a horizon of h ≥ 1 months after the surprise, we estimate the following empirical model

logMit+h − logMit = αj + αsq + βhMPSt + βxXjt + ϵjt+h, (13)

where t evolves in months and MPSt is the monetary policy surprise in month t – in all but 24

months this variable is zero. We include firm fixed effects denoted by αj . We also include firm level

controls Xjt which includes size (employment) and sales. The main coefficient of interest is βh as it

shows, for every horizon h, the effect of the monetary surprise MPSt on the dependent variable.

Figure 5 plots the coefficients of interest {βh}48h=0 at different horizons with 90% confidence bands

for the changes in firm-level markup regressions. Consistent with the new Keynesian approach,

Figure 5 shows that markup responds positively when monetary policy tightens, with the response

being significant starting from the first month after an MPS and increasing over time. The magnitude

of the coefficient can be interpreted as 100 basis points decrease in a MPS leading to an accumulated

increase of markup of between 1% and a maximum of 7%. All coefficients have the expected sign
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and are statistically significant. Therefore, we find evidence that firm-level markup is conditionally

countercyclical on average. This means that firms facing some degree of price rigidities can not be

ruled out.

FIGURE 5: Effects on Firm-level Markup βh

Firm heterogeneity. We are interested not only in the aggregate (or average) response to markups

but also in the heterogeneity of the responses. In this paper, we study the responses of markups

along the distribution of markups, i.e., how markups respond depending on their size. To do so, we

use the quintiles we obtained with the fixed-effects procedure and run Equation (13) with quintile

dummies as follows

logMit+h − logMit = αj + αsq +

5∑
q=1

βqhMPSt + βxXjt + ϵjt+h, (14)

where again, we are interested in the sequence of responses {βqh}
48
h=0 ∀ q ∈ [1, 5].

Figure 6 shows the results of estimating Equation (14). The first to note is the great heterogeneity

between firms in the different quintiles; however, unlike the evidence on Table 2 for the uncondi-

tional cyclicality, we find that markups for all these groups respond negatively. Most importantly,

we find that there is a monotone and positive relationship between the quintile of markup and

its responses, in which firms with higher markups switched their markups further in response
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to a monetary policy shock than firms with lower markups. The differences are significant, with

markups at the bottom with a maximum change of about 3%, while markups at the top change by

about 10%.

FIGURE 6: Heterogenous Results: Quintiles of αi

Discussion. The evidence provided in this section is important for several reasons. First, we show

that on average markups are unconditionally countercyclical; however, by group they can not be

strictly countercyclical. These results motivate estimating the responses to shocks, that theoretically,

we have a clear prediction for the cyclicality of the markup (a monetary policy shock). In response

to a monetary policy shock, we find that our markups are countercyclical for all the groups we

study regardless of their unconditional cyclicality. Which implies that is important to go beyond

the unconditional cyclicality. Second, we find a clear pattern between the response of markups and

the “competitiveness position” (the markup size), which is that firms with higher market power

have fewer incentives to switch prices in the short run. This means that the high markup dispersion

we find may contribute to aggregate price stability. Therefore, the prescriptions of NK models that

generate markup countercyclicality can not be ruled out in light of these empirical facts. Next,

we study in a model following Baqaee et al. (2021) the consequences for aggregate inflation of the

heterogeneity in markup response that we find.
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4 Model

Our model is an extension of Nakamura and Steinsson (2008), which is a heterogeneous firm model

with price rigidities. The model has a continuum of firms that demand labor to produce units of a

differentiated variety and are subject to idiosyncratic productivity shocks. We assume consumers

aggregate consumption with an implicit non-homothetic Kimball aggregator, following Baqaee and

Farhi (2020). Due to the Kimball assumption there is a distribution for markups, demand elasticities,

and marginal costs to price pass-through. Hence, at a microeconomic level, there is heterogeneity in

these variables. We then show aggregate implications of such heterogeneities for prices and output.

Then, we solve the model with aggregate shocks, that generate inflation beyond the steady state

inflation rate, and evaluate the role of heterogeneity in the transmission of shocks.

Representative Consumer. Time is discrete t = {0, 1, 2, . . . } The representative consumer maxi-

mizes

E0

{ ∞∑
t=0

βt

(
logCt −

L1+φ
t

1 + φ

)}
(15)

subject to

PtCt +QtBt+1 =WtLt +RtXt +Πt +Bt

where Ct denotes real consumption of the final good, Lt denotes labor supplied, Pt aggregate prices,

Qt the nominal price of a bond Bt+1, Wt is the nominal wage, and Πt is nominal profits. There

is a factor of production Xt with nominal rental rate Rt that is like an endogenous endowment

households own but do not decide how much to accumulate.

The first-order conditions of the household problem are given by the Euler equation

Qt = Et

{
β
Ct

Ct+1

Pt

Pt+1

}

and the labor supply

CtL
φ
t =

Wt

Pt
(16)
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Final good producers. The final good is produced by perfectly competitive firms using a bundle

of intermediate inputs. The technology for transforming the bundle of intermediate inputs yit for

i ∈ [0, 1] into the final good is represented by a Kimball aggregator of the form∫ 1

0
Υ

(
yit
Yt

)
di = 1 (17)

where the function Υ : R+ → R+ is strictly increasing and strictly concave. The CES is recovered

if Υ is a power function.

The final goods producer takes input prices pit as given and chooses input demand yit for

i ∈ [0, 1] to maximize profits

PtYt −
∫ 1

0
pityitdi

subject to the Kimball aggregator (17) above.

Kimball Demand System. The implied inverse demand curve facing intermediate producer

i ∈ [0, 1] is then given by
pit
Pt

= Υ′(qit)Dt, qit :=
yit
Yt

(18)

where Pt is the ideal price index, Dt is the Kimball demand index, and qit is a measure of the relative

size of firm i. The price index is the size-weighted average price

Pt =

∫ 1

0
pitqitdi. (19)

The Kimball demand index Dt is the inverse of the size-weighted average of marginal productivities

Dt =

(∫ 1

0
Υ′(qit)qit

)−1

(20)

This demand system implies that a firm’s sales share ωit is pinned down by its relative size
ωit :=

pitqit
PtYt

= Υ′(qit)qitDt. (21)

Firms We follow closely Nakamura and Steinsson (2008), which is a generalization of Golosov

and Lucas Jr (2007). There is a continuum of firms in the economy indexed by z. Each firm belongs
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to one of the sectors J and specializes in the production of a differentiated product. The production

function of firm j is given by

yt(z) = At(z)Lt(z)
1−α (22)

where yt(z) denotes the output of firm z in period t, Lt(z) is the quantity of labor employed by firm

z, 1− α denotes the labor share in production, and At(z) is the idiosyncratic productivity of firm z

at time t.

Firm z in sector j maximized the value of its expected discounted profits,

Et

∞∑
s=0

Dt,t+sΠt+1(z), (23)

where profits in period t are given by

Πt(z) = pt(z)yt(z)−WtLt(z)− χjWtIt(z)− PtU. (24)

With Ct = Yt aggregate consumer demand, the demand for good z is given by

yt(z) =

(
pt(z)

Pt

)−θ

Yt (25)

with CES, while the inverse demand with Kimball is given by

yt(z) = [Ψ′
t]
−1

(
pt(z)

Pt

)
Yt
Dt

(26)

The firm maximizes profits, Equations (23) and (24) subject to the demand Eqn. (26) and the

production function Eqn. (22). Finally, idiosyncratic productivity follows

logAt(z) = ρ logAt−1(z) + ϵt(z).
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4.1 Strategic Complementarities, Markup Cyclicality and the Phillips Curve

4.2 Flexible Prices

With flexible prices, firms maximize profits by setting nominal prices pt(z) that are a markup over

their marginal cost:
pt(z) = Mt(z)Ψt(z)

As Baqaee and Farhi (2020) shows, the flexible price markup can be explicitly written as a

function of the firm’s market share, qt(z):
Mt(z) = Mt(qt(z)) (27)

with qt(z) =
yt(z)
Yt

. The markup function depends on the demand elasticity σ(qt(z)) that the firm of

market share qt(z) faces, this is

Mt(qt(z)) =
σ(qt(z))

σ(qt(z))− 1
, σ(qt(z)) := − Ψ′(q)

Ψ′′(q)q
(28)

Then, denote with ρt(z) the pass-through from individual marginal costs to prices, which is the

elasticity of prices to individual marginal costs, absent pricing frictions,

ρt(z) := − ∂ log pt(z)

∂ logΨt(z)

The pass-through can be written as a function of the firm’s market share

ρt(z) =
1

1 + σ(q)M
′(q)q

M(q)

=
1

1−M(q)σ
′(q)q
σ(q)

Result 1. The passthrough is decreasing on markups. The derivative of the passthrough to the markup

is given by
∂ρt(z)

∂q
=

−ϵM′(q)

1 + ϵM(q)
< 0

given that M′(q) > 0.

This means that firms with higher markups have lower pass-through from marginal costs to

prices.
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4.3 Sticky Prices

Lets, for ease of the explanation, loglinearize the firm’s problem. The firm’s optimal reset price is

given by

ln p⋆it = (1− θβ) [ρ(q)Ψit + (1− ρ(q)) (lnPt + lnDt)] + θβEt{ln p⋆it+1} (29)

Then, noting that Ψit =
(
γ + φ+α

1−α

)
lnYt = ψ lnYt, the markup follows Result 2, as follows.

Result 2. Firms with higher markups (and lower pass-through have a more countercyclical markup. Lets

write the effective optimal markup (µ⋆it) as follows using ln p⋆it = µ⋆it + lnΨit = µ⋆it + ψyt:

µ⋆it = −(1− (1− θβ)ρ(q))ψ︸ ︷︷ ︸
Cyclicality of M

lnYt + (1− θβ)(1− ρ(q)) (lnPt + lnDt) + θβEt{ln p⋆it+1} (30)

This implies that the relationship between the markup and aggregate GDP, i.e. the cyclicality

of the markup, depends on the coefficient of pass-through and the shape of the cost function.

Thus, the cyclicality is given by the term −(1− (1− θβ)ρ(q))ψ which implies that due to strategic

complementarities in this model, firms with higher markups in steady state, and hence a lower

passthrough, have a more cyclical markup. This result depends on the shock, but for a typical

demand shock, this applies. This is consistent with our empirical fact that firms with higher

markups have more responsive markups after a monetary policy shock.

Another interesting result is the fact that due to the strategic complementarities (and incomplete

pass-through), aggregate prices (and inflation) play a significant role beyond their effects on

marginal costs. This is because aggregate price level affects markups procyclically. Thus, we

would observe a positive relationship between prices and firm-level markups in a high-inflation

environment.

Thus, how markups respond to shocks helps us understand the mechanisms that determine the

Phillips curve. Next, we study the consequences of these mechanisms for inflation.

Result 3. Strategic and heterogeneity complementarities affect the Phillips curve. Using the expression

πit = (p⋆it − pit−1), and noting that πt = (1− θ)
∫
qitπitdi, individual inflation can be written as

πt = κ [Ei{ρi}ψ lnYt + (1− Ei{ρi}) lnDt] + βEt{πt+1},

with Eq[ρi] =
∫
i qitρitdi, with qit the market share. Thus, Eq{ρi} = qt ρt + COVi(qit, ρit), and
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κ = (1−βθ)(1−θ)
θ . We denote with x the average of the firms that change prices. Therefore, the Phillips

curve reads

πt = κ(qt ρt + COVi(qit, ρit))ψ lnYt + κ(1− Ei{ρi}) lnDt + βEt{πt+1}. (31)

The slope of the Phillips curve depends on the distribution of firms. In particular, it depends on

the relationship between market shares and the pass-through to prices. This relationship is tightly

related to the superelasticity. Additionally, we have the usual result that is given by the average

pass-through, which is that the lower the pass-through, the lower the slope of the Phillips curve.

Discussion. Equation (31) shows the role of heterogeneity in markups and competitiveness

position for the slope of the Phillips curve with these classes of demands. Notice that heterogeneity

in markups is not enough to generate these results, but we need heterogeneity in firm sizes. Most

of the calibrations in the literature show that the covariance is negative, which contributes to the

flattening of the Phillips curve beyond the fact that under strategic complementarities (ρ < 1), the

slope of the Phillips curve is lower than in the monopolistic competition case.

5 Quantitative Exploration

5.1 The Firm´s Problem

We first describe the firm’s problem

V

(
At(z),

pt(z)

Pt−1
,

)
= max

pt(z)

{
ΠR

t + EtD
R
t,t+1V

(
At+1(z),

pt+1(z)

Pt

)}

where in the case of the Calvo pricing model we write the problem more explicitly as

V

(
At(z),

pt(z)

Pt−1
,

)
= max

pt(z)

{
ΠR

t + (1− θ)EtD
R
t,t+1V

(
At+1(z),

pt+1(z)

Pt

)
+ θEtD

R
t,t+1V

(
At+1(z),

pt(z)

Pt

)}

where again θ is the probability of not adjusting prices.

With idiosyncratic shocks, we solve this problem with value function iteration. We provide the

details in the quantitative section.
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5.2 Calibration and Solution Method

While we estimate the monthly markup distribution for the universe of formal firms in Chile, we

need to rely on a point estimate for the economy’s markup to calibrate the quantitative Exploration.

To do so, we separately estimate yearly output translog production functions for each 6-digit

industry (626 industries) with at least 100 observations during our sample to recover output

elasticities. Following Foster et al. (2022), we aim to permit output elasticities to vary as much

as possible within the same aggregate industry. We can estimate production functions for 97%

firm-year observations at a 6-digit industry with at least 100 observations. For the remaining

3% of firms-year observations do not have enough data we complement the production function

estimation at 160 sectors and 9 sectors.

We pool together our firm-level markups and winsorize both tales of the distribution at 5% levels.

We compute the median markup value, 1.409, which we will use as the benchmark markup for our

model. We apply the same process for super-elasticities and find that the median super-elasticity is

0.198, which we will also take as our benchmark for calibration purposes.

6 Conclusion

We study firm-level markup cyclicality using administrative microdata from Chilean formal firms

and provide a theoretical framework to rationalize our findings. Using monthly tax data for

Chile, we estimate firm-level markups using quantities measures for output and materials used

in production. We find that markups are countercyclical and present heterogeneous responses to

monetary policy shocks.

To rationalize our empirical findings, we develop a model grounded in the framework of

Champion et al. (2023) that accounts for heterogeneous product market power (markups). In

the model, markup responses are a function of firm market share and pass-through dynamics.

Both determinants will define how markups will react to monetary policy shocks. We analytically

show how markup heterogeneity affects inflation dynamics, affecting the Phillips curve slope and

amplifying the real effects of monetary policy.
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A Heterogeneity by Sector

TABLE 3: Cyclicality of markups by sector

Agriculture Mining Manufacturing
-0.175*** -0.0462 0.108***
(0.0186) (0.0289) (0.0152)

Electricity Construction Retail
-0.0163 0.179*** -0.0212
(0.0596) (0.0201) (0.0143)

Transport & ICT Financial Other Services
-0.0687*** -0.429*** -0.303***
(0.0163) (0.0268) (0.0152)

Observations 7103390
Adjusted R2 -0.014

* p < 0.05, ** p < 0.01, *** p < 0.001
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